
Bank i  Kredyt  54(4) , 2023, 419-436

Comparison of different approaches using Random 
Forest for imbalanced credit data

Anna Matuszyk*

Submitted: 6 March 2023.  Accepted: 31 June 2023.

Abstract
Credit scoring models are extensively used in credit risk management of individual customers. These 
models are based on econometric methods using past data about customers, both defaulters and non-
-defaulters. These models focus on the optimal separation between good and bad customers taking 
into account two types of errors that appear, namely: the False Positive (Type 1 error) and the False 
Negative (Type 2 error). 

The purpose of the project was to focus on the problem of unbalanced data. Different balancing 
methods have been applied to the data set obtained from the financial institution operating in the 
European market. Various levels of unbalance have been considered and different statistical assessment 
metrics have been compared. 
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1. Introduction

Nowadays, the amount of data is growing constantly, both in size and in complexity. This phenomenon 
is also present in banking, where information about customers is being gathered.  One of the issues is 
a classification problem, especially when different classes are not balanced. The number of imbalanced 
classification methods increased, but in the majority of cases they focus on normal-sized data sets. 
In this project, the analysis will be conducted in the context of imbalanced data, using different 
resampling methods. 

The unbalanced data present one of the most interesting and important problems in data mining. 
An additional challenge that coexists in banking, especially in credit risk, is a classification problem, 
especially when different classes are not balanced. It is worth checking this issue and selecting the most 
appropriate balancing methods for specific problems. 

The main objective of this project is to evaluate different balancing techniques for the credit data 
sets. Unbalanced classes in the data sets pose a challenge during the classification process. The majority 
of the research done so far is focused mainly on dealing with the ratio of the unbalanced sample and 
does not consider other problems associated with such data. One of them is the inclusion of type 1 and 
type 2 errors, which are contented with the classification. High measures of the model performance 
are not sufficient criteria that decide which model to use. It may turn out that despite the satisfactory 
value of AUC, the error value eliminates the model from usage. 

2. Literature review

Unbalanced data sets are challenging to analyse. The main reason is the fact that the algorithms 
applied to solve the problem do not cope with the number of observations between two classes.  
The unbalanced nature of the data is typical for credit data sets, where the number of defaulted 
customers is much smaller than the defaulted ones.

According to the Basel Committee on Banking Supervision (BIS 2005), the calculations based on 
historical data made for very safe assets may “not be sufficiently reliable” for estimating the probability 
of default. The reason for this is that because there are so few defaulted observations, the resulting 
estimations are likely to be inaccurate. Therefore there is a need for a better understanding of the 
appropriate modelling techniques for data sets which display a limited number of defaulted observations.  

In the literature many different approaches were proposed to deal with the problem of the 
unbalanced data. One of them relies on assigning a higher cost for the misclassification. This was  
tried by Domingos (1999) and Pazzani et al. (1994). The problem of imbalanced data was studied by  
Shi et al. (2023), who applied a hybrid classification model based on data density.  

Research conducted by Niu et al. (2020) focused on misclassification of the loan applicants. 
According to the authors, class imbalance of data is a factor that affects the classification performance 
of the model. This encouraged them to use a novel ensemble model based on data distribution for an 
imbalanced credit risk sample. The results obtained show that this approach not only delivered a good 
performance, but also improved the classification performance.

An interesting and wide study was performed by Baesens et al. (2003). In this benchmarking study, 
the authors compared seventeen techniques on eight credit data sets. The performance was assessed 
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using the classification accuracy and the area under the receiver operating characteristic curve (AUC). 
This research was extended and several novel classification algorithms were compared by Lessmann 
et al. (2015). The authors compared 41 classification methods across eight credit scoring data sets.  
The results obtained suggested that several classifiers achieved significantly more accurate predictions 
than the standard logistic regression.

Another comparison of different data mining techniques was made by Yeh and Lien (2009). It was 
found that the artificial neural networks model achieved the highest values of R-square in estimating 
the real probability of default. This finding was in line with Baesens et al. (2003).

Another approach, proposed by Japkowicz (2000) was based on under- and over-sampling techniques 
and compared with her own method called “learning by recognition”. According to her findings, over-
-sampling as well as under-sampling can be very effective methods. This approach was extended by 
Chawla et al. (2002). The authors proposed the usage of the Synthetic Minority Over-sampling Technique 
– SMOTE. The results obtained showed that such an approach can improve the accuracy of classifiers for 
a minority class. Zhu et al. (2019) applied the Random Forest (RF) algorithm in order to build a prediction 
model for the loan data set. The authors used the SMOTE method to solve the problem of imbalance 
class in the data set. According to the results obtained, the Random Forest algorithm outperformed other 
methods, namely: logistic regression, decision tree and other machine learning algorithms.

A similar approach was undertaken by Abedin, Guotai and Hajek (2022), who also applied the 
extended SMOTE technique to overcome the problem with imbalanced credit data. The results from 
the study proved that the applied sampling method outperformed non-sampling algorithms. Moreover, 
Random Forest turned out to be a good choice for the target modelled. 

Weiss and Provost (2003) tried to find out which good/bad distribution is the most appropriate 
in classifying a data set. It was found that the optimal class distribution should contain between 50% 
and 90% minority class examples within the training set. Similarly, Namvar et al. (2018) compared 
different combinations of classifiers and resampling techniques using the imbalanced data. According 
to their findings, combining Random Forest and random under-sampling can be an effective strategy 
in order to calculate the credit risk in social lending markets. Rao et al. (2020) applied sensitive Random 
Forest model to evaluate the credit risk of the borrowers. 

Another approach was proposed by Mqadi, Naicker and Adeliy (2021), who applied a novel technique 
to cope with the problem of imbalanced data sets. The authors proposed using Random Forest and  
a hybrid data-point approach. Achieved results were compared with the results of logistic regression, 
support vector machine, decision tree, and Random Forest. The proposed approach improved the 
predictive accuracy of all the algorithms tried with the dominant advantage of Random Forest. 

A very important part of the credit risk modelling is the analysis of the misclassification cost, as 
it directly affects the profitability of the creditor. To properly minimize the cost of misclassification, 
lenders should make a careful analysis. This analysis includes consideration of different thresholds that 
determine whether an applicant will be granted a credit or will be rejected. The two errors associated 
with this should also be considered, namely: accepting a bad customer and rejecting a good one.  
The misclassification cost is an important part of the credit risk modelling process and has been 
studied in the literature. Bahnsen, Aouada and Ottersten (2015) proposed a cost-sensitive decision 
tree algorithm. The authors applied different example-dependent costs into a new cost-based impurity 
measure and a new cost-based pruning criteria. Using different data sets, the proposed approach was 
used and evaluated. According to the results obtained, the proposed algorithm gave promising results. 
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The answer to the problem of customers’ misclassification is also more recent scientific studies 
that combine cost-sensitive learning (CSL) conducted by: Shen, Wang, Shen (2019), Xia, Liu, Liu (2017), 
Xiao et al. (2020). If credit scoring models improperly classify risk-free borrowers and therefore reject 
their loan applications, financial institutions face only opportunity costs. On the contrary, financial 
institutions are likely to suffer significant losses if they accept risky borrowers. Overall, the studies 
suggest that misclassification costs are a significant factor in credit modelling, and that careful  
analysis of misclassification costs is necessary to get accurate and cost-effective credit risk models.

Although many different studies have been conducted considering imbalanced credit data, there is 
still a potential for more detailed work to be conducted. According to the author’s best knowledge, there 
is no study considering the influence of balancing technique together with misclassification costs, and the 
different number of trees in Random Forest. There is also a lack of studies performed for Poland, so this 
paper fulfils this gap as the data comes from one of the financial institutions operating on the Polish market.

3. Two types of errors

Credit scoring is a tool used to analyse the borrower’s risk. It is a mathematical and statistical 
instrument used to assess creditworthiness. Scoring models classify clients according to the degree of 
the risk associated with them. Models provide an objective assessment of creditworthiness carried out 
according to the same criteria for all clients.

Two kinds of errors can arise when building such models, which are related to two kinds of costs. 
The first one classifies a good customer into the bad group, and therefore that person is rejected.  
In this case, the potential profit from this applicant is a loss. The second type of error may arise when  
a bad client is classified into the group of the good ones. In this case, the loss appears when the 
customer stops paying off their obligation.

The control of the scoring model makes it possible to determine the level of type 1 and type 2 errors 
when classifying the customers. These errors are defined as follows:

Type 1 – rejection of an applicant that should be approved,
Type 2 – approval of an applicant that should be rejected.
The first type of error is related to rejecting the credit to a customer that fails to fulfil its 

obligations. The second type of error is related to granting the credit to a client that should be rejected. 
In this situation, the model builder has to find the best balance between type 1 and type 2 error.

4.  Data, balancing techniques, method and measures used in the 
analysis

4.1. Data set description

The data set used in this research study is a portfolio of the leases granted for the customers, and 
coming from a bank (which prefers to stay anonymous) operating on the Polish market. The total data 
set consists of 10,993 cases, including 350 defaults, provided on the customer level. It was split into  
a training and a test sample, so the training sample contains 7,695 cases, including 252 default ones.  



Comparison of different approaches using Random Forest... 423

The test sample contains 3,298 cases, including 98 defaults. The product type is leasing. Table 1 
summarizes the training sample, which is used for the model estimation; and the test sample, which 
is reserved for assessing the model’s predictive accuracy. Splitting the data into training and test 
samples is a common technique in credit scoring. For the purpose of this analysis the split is 70% : 30%.  
The balancing techniques were applied only to the training sample.

Since it would be good to see an analysis of the robustness to different splits between the training 
and the test sets, an additional (shorter) analysis was done for a different split of the raw data. The 
original sample was split so that the training sample consisted of 8,754 cases, including 210 defaults, 
and the test sample consisted of 2,239 observations, including 140 defaults. The results for the test 
sample are presented in Table 4.

The lease agreement ranged from 12 to 72 months. The lease was offered for small and medium 
enterprises. The data contains information about customers and lease, namely: status (good or bad), branch 
and age of the company, location, car type and age, amount of the lease and monthly instalments, etc.

4.2. Application of the balancing techniques

In this research three main balancing techniques were used, namely:
 ▪ Under-sampling (where good customers in the training sample were removed): 

– the main proportion 1:1,
– additional proportion 2:1;

 ▪ Over-sampling (where bad customers in the training sample were replicated):
– the main proportion 1:1,
– additional proportion 1:2;

 ▪ Both: under- and over-sampling:
– the main proportion number of observations: 1000,

– the additional proportion number of observations: 1500.
In order to determine the optimal ratio of under- and over-sampling, many trials were taken with 

different proportions and error costs. The benchmark original imbalanced training sample was used 
in order to check whether the techniques applied affect the prediction. These allowed a comparison of 
all the results obtained (Table 2).

It is important to mention that under- and over-sampling were performed only for the training 
sample, not for the test sample. The performance measurement has been received by different balancing 
techniques and compared with the full training data set. The test sample remained unchanged in order 
to provide unbiased results of the model performance. 

 According to Japkowicz and Stephen (2002), the problem of unbalanced data is dependent on four 
factors: 

– the degree of class imbalance, 
– the complexity of the concept represented by the data,
– the overall size of the training data, 
– the type of the classifier. 
Alberto et al. (2018) suggest that the degree of class imbalance can provide information about  

the data imbalance and can help structure the strategy for dealing with it.
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As a performance measure, the AUC (area under the curve) and type 1 and type 2 errors were 
chosen. The higher the AUC value, the better the performance of the scoring model. The AUC takes the 
values from 0 to 1. The receiver operating characteristic curve (usually called ROC) is a two-dimensional 
graph presenting the relation between the true positive rate (sensitivity) and the false positive rate 
(1-specificity). In order to compare the ROC curves of different models built, the area under the receiver 
operating characteristic curve (AUC) is calculated. An example of the ROC curve is presented in  
Figure 1. The diagonal line represents a random scoring model where sensitivity = 1-specificity. According 
to this, good classification is when the ROC curve is about the diagonal line and AUC is greater than 50%.

In the credit scoring context, sensitivity is interpreted as a cumulative proportion of defaults above 
a certain score s (correctly rejected) and 1-specificity – as a cumulative proportion of non-defaults 
incorrectly rejected (Thomas, Edelman, Crook 2002). The higher values of AUC suggest more superior 
models, no discrimination corresponds to AUC with value 0.5. 

4.3. Misclassification costs

The purpose of the scoring model is to assign a customer to a group of good or bad customers, but, as 
mentioned earlier, two types of errors can appear, error type 1 and error type 2. In order to minimize 
these errors, misclassification costs were applied. In the next step, the results of applying different 
misclassification costs to the built models were analysed. The comparison was based on all models built 
in the former step, and carried out for misclassification costs as follows:

Mc1 = (1,2)
Mc2 = (1,3)
Mc3 = (1,4)

where:
– value 1 – was assigned for misclassification of good customers to the bad ones (error type 1);
–  values 2, 3, 4 – were assigned for misclassification of bad customers to the group of the good ones 

(error type 2).

4.4. Random Forest 

Random Forest is a machine learning method of classification, trained on bootstrap samples of the 
training data using random feature selection in the process of tree generation. Random Forest is becoming 
a more and more popular technique as it avoids problems associated with a single classification tree, such 
as instability of the trees (high sensitivity to small changes in the sample), the risk of  “overfitting” and 
the need of pruning the tree. There are two parameters that need to be considered for the Random 
Forest, namely: the number of trees and the number of attributes used to grow each tree. A more detailed 
explanation of how to train a Random Forest can be found in Breiman (2001).

Random Forest is a popular machine learning algorithm used for classification, regression and 
other tasks. This ensemble method combines multiple decision trees to improve predictive accuracy 
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and reduce over-fitting. Random Forest is characterized by hyperparameters that can be adjusted 
to optimize the model’s performance. Table 5 presents the most important ones considered in the 
research.

5. Results

The results (Table 3 and Table 4) from this empirical study indicate that all classification approaches 
perform well in the case of AUC values. Over-sampling (without considering misclassification costs) 
performs significantly better than the under-sampling or when using both classifiers. However, 
considering the results of the model with the values of type 1 and type 2 error becomes more 
challenging as the high values of AUC do not correspond with the low values of these errors.

Adding misclassification costs didn’t affect the results as much as the number of trees in RF.  
It is visible that models where 1000 trees were used performed better than those with 200 trees. 

Generally speaking, it can be summarized that:
– over-sampling technique performs the best for the data set used, both with and without 

considering misclassification costs;
– number of trees in RF influences models’ results (models with 200 trees performed slightly worse 

than those with 1000 trees);
– misclassification costs didn’t affect results as it was initially assumed;
– AUC cannot be the only measure considered when choosing the most appropriate model; 

although for some models the AUC value was very high, the errors (total, type 1 and type 2) didn’t 
look reasonable;

– under-sampling technique performed the worst in the case of the total error: but when 
considering type 1 and type 2 errors, it turned out that type 2 error was the lowest when using this 
balancing technique, especially when the sampling proportion 1:1 was applied; 

– over-sampling performed the best in the case of AUC values and type 1 errors (the lowest); 
unfortunately, for type 2 errors it received high values, which means that bad customers were classified 
as good ones. This means a loss for a financial institution.

The final decision belongs to the institution, which would decide what compromise between AUC, 
type 1 and type 2 errors could be accepted. That is why focusing only on AUC values is not the proper 
approach and can be misleading. The proper analysis should include information about errors when 
choosing the final model. 

6. Summary

The paper explains how AUC along with type 1 and type 2 errors play a crucial role in building scoring 
models. In this case the results of the analysis were shown and explained. 

In addition to standard measures of model fit, credit scoring models are evaluated in terms of their 
ability to discriminate between ‘good’ and ‘bad’ credit risk. Area under the curve (AUC) is a common 
measure for the discriminatory power.



A. Matuszyk426

In this study, data balancing techniques were analysed and their performance was studied over 
various aspects additionally used as error costs and number of trees. The classification power of 
the models built was assessed based on the area under the receiver operating characteristic curve 
(AUC). These were compared with errors (type 1 and type 2). The misclassification cost analysis is  
an important factor when building accurate credit risk models. The cost of misclassification reflects 
the potential financial loss that a lender faces in the case of misclassifying a borrower’s credit risk.  
This has been confirmed not only by the scientific studies cited in this paper, but also by the analysis 
results presented. Therefore, this part of the model building process is very important and should be 
taken into account, for example, by means of different weights assigned to errors of the first and second 
type, so as to choose the most optimal set.

In the future, some further analysis will be conducted in order to investigate other approaches to 
the imbalanced credit data. In this case, more data sets will be acquired with larger data volume (more 
observations), which will allow the inclusion of other methods.
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Appendix

Table 1
Training and test samples

Training sample Test sample

good bad total good bad total

Number of customers 7 443 252 7 695 3 200 98 3 298

Source: own calculation.

Table 2
Sampling proportions

Sampling approach Sampling ratio/size 
of the sample

Number of good 
customers

Number of bad 
customers

Undersampling
1:1 252 252

1:2 504 252

Oversampling
1:1 7 443 7 443

2:1 7 443 14 886

Both (under- and oversampling) 1 000 491 509

Source: own calculation.
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Table 5
Hyperparameters for the Random Forest 

Name of the hyperparameter Description Details of the parameter used 
in the analysis

Package name/software N/A Random Forest in R

Number of trees Number of decision trees used  
in the forest 200 and 1000

Type of Random Forest Purpose of the model classification

Tree depth Maximum depth of each decision 
tree in the forest 6

Number of features Number of features to consider  
at each split of the decision tree 6

Sample size
Number of cases to be used for 
training each decision tree in the 
forest

different for each  
balanced sample

Forest terminal node size
Minimum size of terminal nodes. 
Setting this number larger causes 
smaller trees to be grown

10

Total number of variables Total number of variables used  
as an input 37

Split criterion Criterion used for splitting the 
decision tree logrank

Source: own elaboration based on the literature. 
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Figure 1
Example of different ROC curves
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Porównanie różnych podejść wykorzystujących lasy losowe dla 
niezbilansowanych danych kredytowych

Streszczenie
Tempo rozwoju zaawansowanych technologii z roku na rok staje się coraz szybsze. Ilość gromadzonych 
danych stale rośnie. Jednocześnie możliwe jest prowadzenie badań związanych z posiadanymi danymi. 
Jedną z kwestii, na którą warto zwrócić uwagę, jest problem danych niezbilansowanych. Ten typ 
danych charakteryzuje się znaczną dysproporcją między przypadkami reprezentującymi poszczególne 
klasy. Liczba obserwacji należących do analizowanej klasy (nazywanej klasą mniejszościową) jest 
znacznie mniejsza niż liczba pozostałych obserwacji (nazywanych klasą większościową). Przedmiotem 
zainteresowania w niniejszym projekcie badawczym będzie klasa, która w zbiorze danych ma 
niewystarczającą liczbę obserwacji.

Niezbilansowane dane są obecne w wielu różnych dziedzinach nauki, począwszy od badań 
nad trzęsieniami ziemi, pandemią, aż po kryzysy finansowe. W większości przypadków badacze 
są zainteresowani przewidywaniem wydarzeń z klasy mniejszościowej. W tym projekcie także 
przewidywano klasę mniejszościową; stanowili ją klienci, którzy zaprzestali spłaty kredytu. Wynika to 
z faktu, że generuje ona więcej problemów. 

W tym celu rozważono różne poziomy niezbilansowania danych kredytowych oraz dodatkowe 
trudności wpływające na ocenę uzyskanych wyników. Ponadto zostały porównane różne metody 
bilansowania, a także wyniki modeli z różną liczbą drzew; uwzględniono też koszty złej klasyfikacji. 
Analizowany zbiór danych pozyskano od instytucji finansowej działającej na polskim rynku.

Na postawie otrzymanych wyników można stwierdzić, że nie ma optymalnego podejścia, które 
byłoby odpowiednie do rozwiązania wszystkich problemów występujących w tego rodzaju bazach 
danych. 

W przyszłości zostaną przeprowadzone dalsze analizy w celu zbadania innych podejść do niezbi-
lansowanych danych kredytowych. W tym celu zostaną pozyskane i przeanalizowane nowe zestawy 
danych.

Słowa kluczowe: modele scoringu kredytowego, dane niezbilansowane, technika bilansowania, lasy 
losowe, wynik  modelu


