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Abstract

The aim of our study is to analyse selected features of 
consumers’ inflation expectations in European countries. 
After assessing reliability of survey measures of inflation 
expectations available we use the measures fulfilling 
our requirements to examine three features of inflation 
expectations, i.e. their forecasting accuracy, causality 
between inflation expectations and actual future 
inflation and the long-run convergence of expectations 
to the actual future inflation. The forecasting accuracy 
of quantified measures of inflation expectations is 
rather poor and similar to naive forecasts. Even if they 
provide biased predictors of future inflation, there exists 
causality between actual future inflation and current 
expectations. Our analysis may be useful in selecting 
adequate measures of consumer inflation expectations 
embodying information important in monetary policy 
making.

Keywords: inflation expectations, survey, rationality
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Celem pracy jest przeanalizowanie wybranych cech 
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1. Introduction

This paper follows several studies examining consumers’ 
inflation expectations in Poland. So far we have developed 
measurement methods of Polish consumers’ expectations 

analyzed formation process of inflation expectations, 
especially in the context of the credibility of inflation 

2006). While evaluating the rationality of Polish consumers’ 
inflation expectations, we have compared various features 
of expectations of this group of agents with features of 

The aim of this study is to deepen the understanding 
of the formation process of consumers’ inflation 
expectations by conducting cross-country comparisons 
and by using a wide set of indicators of consumer 
inflation expectations in European economies. The 
paper is focused on two issues. Firstly, we develop the 
analytical framework for assessing the reliability of 
various measures of consumer inflation expectations (i.e. 
probability measures quantified on the basis of qualitative 
survey data, measures derived from quantitative survey 
question, balance statistics describing the distribution of 
responses to the qualitative survey question). Secondly, 
using measures classified as reliable we examine their 
three features, namely forecasting accuracy, causality 
between the actual future inflation and expectations as 
well as their long-run convergence to the actual future 
inflation with respect to which they are formed. 

Various features of European consumers’ inflation 
expectations have been already analysed in the literature, 
however, these works focused on the euro area (Forsells, 
Kenny 2004; Mestre 2007) or on selected member states of the 
European Union (Berk 2000; Berk, Hebbink 2006; Forsells, 
Kenny 2006; Döpke et. al. 2006). The novelty of our study lies 
in its completeness: we analyse cases of 27 economies and the 
euro area as a whole using various measures of consumers’ 
inflation expectations. The paper follows our previous study 

current inflation on inflation expectations – a problem directly 
related to the credibility of monetary policy conducted by 
central banks.1

This paper is organised as follows: Section 2 
presents various survey measures of consumer inflation 
expectations in European economies and verifies 

of consumer inflation expectations resulting from 
empirical tests conducted. The final section offers our 
conclusions.

1  Limited sensitivity of inflation expectations to changes in the current infla-
tion constitutes one of the conditions of anchoring inflation expectations (Berk 
2006).

2. Survey measures of consumers’ inflation 
expectations and their reliability

In this study we employ various measures of European 
consumers’ inflation expectations, obtained from surveys 
designed both in a qualitative and quantitative manner. 
Such variety of sources and indices allows us to assess, 
apart from cross-country differences, the sensitivity of 
outcomes to the measurement method.

In the first place we analyze measures derived from 
qualitative surveys in which respondents declare the 
expected direction and intensity of price changes during 
the next 12 months, without providing exact numbers. 
The data source is the Consumer Survey conducted by 
the European Commission2, which covers all the EU 
countries, although with samples starting at different 
points of time.  The survey question is formulated in 
the following way: „By comparison with the past 12 
months, how do you expect that consumer prices will 
develop in the next 12 months? They will: increase more 
rapidly (a1); increase at the same rate (a2); increase at a 
slower rate (a ); stay about the same (b); fall (c); don’t 
know (d)”.4 For Poland we employ an additional survey 
– carried by Ipsos – which has a similar construction 
but covers a longer period (since 1992). The survey 
data is then quantified with the probability method, in 
order to obtain the so-called objectified and subjectified 
measures of inflation expectations.5 In line with the 
logic of the survey question, the resulting measures 
of expected inflation are a function of the structure of 
responses to the survey question and the perception of 
current inflation (scaling factor), to which respondents 
compare anticipated price changes.

In the case of the objectified measure it is assumed 
that respondents perceive current price movements 
through official inflation statistics, thus the most recently 
published consumer price index is used as the current 
inflation rate. Another solution is to use an index of 
subjective inflation perception, which can be obtained 
from an additional survey question on current price 
level in comparison to the price level a year before. Such 
a question is included in the European Commission 
Consumer Survey and has the following form: “In your 
opinion, is the price level now compared to that twelve 
months ago: much higher (a1

p); moderately higher (a2
p ); a 

little higher (a p); about the same (bp); lower (cp); difficult 

2  More details about the survey can be found in EC (2007).
 The longest survey started in January 1985. However, in order to operate on 

samples of comparable length, all observations before January 1995 were omit-
ted. For most of new member states of the European Union the samples start 
in 2001.
4  Symbols in parentheses denote fractions of respondents choosing subsequent 
response categories.
5  The probability quantification method used to obtain measures of consumer 
inflation expectations analysed in this study is based on approaches by Batch-
elor and Orr (1988), Berk (1999), Forsells and Kenny (2004) and described in 



to say (dp)”6.  Inflation expectations’ measure calculated 
in this way is called subjectified.

Quantification results show that both versions of 
the probability method provide similar approximations 
of consumer inflation expectations in a major part of 
European economies. Measuring the dispersion of our 
estimates we calculate average absolute differences 
between subjectified and objectified measures of inflation 
expectations, expressing them as a percent of average 
inflation. Such indicator is lower than 10% in the case 

Belgium, United Kingdom, Germany, the Netherlands, 
Sweden, Latvia, Ireland, Luxembourg, Poland, Denmark 
and the Economic and Monetary Union (EMU) as a 
whole. In Hungary, Italy, Portugal, Cyprus and Slovakia 
our measurement uncertainty indicator exceeds 10% 
only slightly. The remaining economies are characterized 
by more significant ambiguity in measuring inflation 
expectations with the wedge between both probability 
measures equal approximately 15–20% of average 

Malta, Greece, Lithuania. The dispersion indicator for 
Austria reaches its maximum of 51.5%.

In our analysis we additionally refer to balance 
statistics, defined as differences between (weighted 
or unweighted) proportions of respondents to the 
survey question. Admittedly, they do not measure 
inflation expectations directly, but at the same time 
they are not influenced by the assumptions imposed 
in quantification methods. In our study we use balance 
statistics both of consumer inflation expectations and 
inflation perception. The latter ones are needed to 
assess the reliability of quantified measures of inflation 
expectations. Five balance statistics are employed. The 
first two are unweighted statistics: BS1 (BS1

p) is a 
difference between proportions of respondents expecting 
(noticing) increase in prices and their decrease, i.e.:

while BS2 (BS2
p) is a difference between proportions of 

respondents expecting (noticing) increase in prices and 
their stabilisation or decrease, i.e.:

The third balance statistics, BS  (BS p), is a weighted 
one frequently used (e.g. Del Giovane, Sabbatini 2004, 

proportion of respondents expecting prices to increase 
at faster rate (perceiving that the prices now are much 
higher than twelve months ago), ½ to those claiming 

6  Symbols in parentheses denote fractions of respondents choosing subsequent 
response categories.

that prices will increase at the same rate (are moderately 
higher), 0 to those declaring that prices will decrease 
at slower rate (are a little higher), -½ to the fraction of 
respondents expecting (declaring) stabilisation of prices 
and -1 to those expecting (noticing) their fall:

The fourth balance statistics, BS4 (BS4
p
), is similar 

to the BS  (BS
p
), but replaces its weights: 1, ½, 0, -½, -1 

The fifth balance statistics, BS5 (BS5
p
) – so-called 

( p) statistics – summarizes the survey results in 
the way consistent with the normal distribution of 
the expected (perceived) inflation, as assumed in the 
probability quantification procedure. This indicator 
reflects the impact of the changes in the structure of 
responses to the survey question on the quantified 
measures of inflation expectations (perception) assuming 
a constant current rate of inflation (a range of implied 
perceived price changes of the respondents claiming 
that prices are about the same relative to its level twelve 
months ago).7 In the case of inflation expectations the 
statistic is given by the formula:

while in the case of inflation perception by the fol-
lowing one:

where Nz denotes the standardized normal cumulative 
distribution function. 

Due to limitations of quantification procedures, 
which appear under specific distributions of responses 
to the survey question, some of the quantified inflation 
expectations measures may be less reliable than the 
other ones. Therefore, before moving to analysis of 
the formation of consumer inflation expectations 
in European economies, we assess the reliability of 
their proxies generated within different quantification 
algorithms. We apply a set of criteria (Table 1).8

Objectified probability measures of inflation ex-
pectations are treated as trustworthy if the survey data 
on inflation perception – summarized by more or less 

7

8  It should be stressed that the choice of cut-off points in the application of the 
proposed criteria is arbitrary and easy to contest.

caaaBS ppppp caaaBS (1)
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1

BS1- o BS3- o BS1-BS5

BS5

BS1

Austria
[1995:10–
2007:01]

51.5 0.9724* both

Belgium
[1995:01–
2007:01]

1.8 0.4575* 2.48 both

Bulgaria
[2001:05–
2007:01]

25.5 0.1889 –

Cyprus
[2001:05–
2007:01]

11.9 -0.2719* 0.1277 0.1952 2.77 –

Czech Republic 
[2001:01–
2007:01]

0.9761* both

Denmark
[1995:01–
2007:01]

7.4 0.9964* 1.02 both

EMU
[1995:01–
2007:01]

9.1 0.4129* 0.9724* 2.09 both

Estonia
[2001:04–
2007:01]

25.0 0.2054 4.67 objectified

Finland
[1996:07–
2007:01]

27.8 0.2008* 0.1540 0.9564* 1.21 subjectified

France
[1995:01– 
2007:01]

0.1 0.5952* 0.6057* 18.24 objectified

Germany
[1995:01– 
2007:01]

4.2 0.1801* 0.2246* 5.96 -

Greece
[1995:01–
2007:01]

0.0677 -0.0099 0.7992* subjectified

Hungary
[1995:01–
2007:01]

10.4 0.6896* 0.8715* 0.8081* objectified

Ireland
2007:01]

5.4 0.6019* 0.8542* objectified

Italy
[1995:01– 
2007:01]

10.5 0.5600* 0.4415* 0.9250* 2.19 both

Latvia
[2001:05–
2007:01]

5.1 0.7801* 0.8118* 0.8684* 5.82 objectified

Lithuania
[2001:05–
2007:01]

0.8445* 0.8479* 0.9491* 1.80 both

Luxembourg
[2002:01–
2007:01]

5.8 -0.128 0.0775 5.20 –

Malta
[2002:11– 
2007:01]

0.5408* 0.7894* 2.50 both

Netherlands
[1995:01–
2007:01]

4.4 0.2849* objectified

Poland
[2001:05–
2007:01]

6.7 0.7118* 2.17 both

Portugal
[1997:01– 
2007:01]

11.2 0.5768* 0.2505* 0.7625* 4.29 objectified

Romania
[2001:05– 
2007:01]

19.0 0.6040* 0.5949* 5.06 objectified

Slovakia
[2000:04–
2007:01]

0.6784* 0.7199* 0.9282* 5.96 objectified

Slovenia
2007:01]

25.7 0.0267 0.4695* -0.0024 2.87 objectified

Spain
[1995:01–
2007:01]

15.0 0.4214* 0.9574* objectified

Sweden
[1995:10–
2007:01]

4.8 1.00 both

United Kingdom
[1995:01–
2007:01]

1.08 both

* denotes significance at 5% level.
1 Average absolute difference between subjectified and objectified measure of expectations relative to average inflation, in %.



aggregated balance statistics, such as BS1
p or BS p – is 

correlated with official indicators of price dynamics. 
If it was not true, it would be difficult to argue that 
consumers’ perception of current price movements is 
in line with official inflation numbers. In the context of 
our study, this condition is satisfied in Austria, Belgium, 
the Czech Republic, Denmark, EMU as a whole, Estonia, 
France, Hungary, Ireland, Italy, Latvia, Lithuania, Malta, 
the Netherlands, Poland, Portugal, Romania, Slovakia, 
Slovenia, Spain, Sweden and the United Kingdom. 

The reliability of subjectified measures of inflation 
expectations is evaluated comparing balance statistic 
describing the patterns of responses to the survey 
question on inflation perception consistently with the 
normal-distribution-based quantification method (i.e. 
BS5

p) with a more intuitive figure calculated as a dif-
ference between the fraction of respondents declaring 
a perceived increase in prices and their decrease (i.e. 
BS1

p). If significant differences between both measures 
occur, it suggests that changes in the quantified per-
ceived inflation may be unintuitive with respect to the 
scale of changes in patterns of responses to the survey 
question and introduced by imposing backward-unbi-
asedness condition. Correlation analysis combined with 
the assessment of differences in relative volatility of both 
balance statistics shows that subjectified measures of 
inflation expectations seem to be sufficiently reliable in 
Austria, Belgium, Czech Republic, Denmark, EMU as a 
whole, Finland, Greece, Italy, Lithuania, Malta, Poland, 
Sweden and the United Kingdom. 

Surveys in which the question on future price 
changes is formulated in a quantitative manner, i.e. 
respondents are asked to give an exact number of the 
anticipated inflation, constitute another source of data 
on consumer inflation expectations. Such measures re-
ferring to a 12-month-horizon and calculated as a mean 
or median of individual responses, are available for 
Poland, Sweden, Hungary and the United Kingdom.9

Contrary to the EC Consumer Survey, these surveys are 
not harmonized and differ slightly in wording and fre-
quency of conducting. This type of data is not affected 
by problems related to the quantification procedure, but 

9 In the case of Poland we employ the GfK Polonia survey data, for Hungary – the 
survey conducted by the National Bank of Hungary, for Sweden – the survey 
of the National Institute of Economic Research and for the UK – the Bank of 
England and NOP Inflation Attitudes Survey. In November 2002 the European 
Commission decided to introduce on an experimental basis a quantitative ques-
tion to the survey, but the data are unavailable

some empirical findings suggest that quantitative ques-
tions might be too difficult for consumers and therefore 
harm the reliability of the results.10 The problem with 
such measures of inflation expectations is that in some 
of the economies considered (namely: Poland and Hun-
gary) they are characterized by a large bias. As the bias 
is present also in inflation perception, it might be sus-
pected that it is linked to the measurement error and an 
analogous design of quantitative questions concerning 
perception and expectations may support the hypothesis 
that errors from both questions are closely linked to each 
other. Therefore, assuming that the gap between respon-
dents’ subjective perception of price movements over the 
previous 12 months and the current inflation measured 
by official statistics is fully attributable to the measure-
ment errors, we can derive implied measurement errors 
related to quantitative (subjective) estimates of infla-
tion expectations. The logic behind this transformation 
corresponds directly to the regression methods, which 
translate subjective projections into numbers consistent 
with official measures of inflation. In the first step, the 
relationship between the subjective perception of past 
price changes ( p

s,t) and the relevant statistical indicators 
of past inflation ( e

t) is examined: 

In the second step, assuming that the same function 
transforms expected price movements as subjectively 
reported in the survey ( e

s,t) into objectified measures of 
consumer inflation expectations ( e

t ), the latter indicators 
may be quantified:

The estimation results of the equation (7) are 
presented in Table 2.

10 There is a rationale to believe that responses to quantitative questions in-
volve greater uncertainty than in the case of qualitative questions (Jonung 1986). 
Moreover, respondents declare characteristic numbers: 0, 5, 10, 15, etc. (so 
called digit preference), often higher than official inflation statistics, and give 
answers inconsistent with their replies to qualitative questions. The problem 
of the reliability of quantitative survey questions, especially concerning Polish 

R2

Poland 0.58

Hungary [2000Q01–2006Q04] -6.494   (0.861) 0.702   (0.047) 0.86

Newey-West standard error in parentheses.

t
p
tst     

 (7)

e
ts

e
t      (8)



3. Selected features of European consumers’ 
inflation expectations 

3.1. Forecast performance of survey measures of consumers’ inflation 
expectations

Quantified measures of consumer inflation expectations 
are useful in testing the formation mechanism of expec-
tations. In the first step we analyse the performance of 

inflation expectations measures as predictors of future 
inflation. We are interested whether consumers’ predic-
tions of future inflation are unbiased and how accurate 
they are in comparison with a naive forecast i.e. forecast 

In the majority of economies under consideration, 
consumers’ absolute value of average forecast error do-
es not exceed 2 p.p. There are few exceptions, including 
direct measures of inflation expectations based on qu-

ME MAE MAPE RMSE HLN-

1

ME MAE MAPE RMSE 

Austria
– objectified  [1995:10–2007:01] -0.5 0.8 42.5 1.1 -0.2 0.7 0.9

– subjectified [1995:10–2007:01] 0.4 1.1 92.8 1.4 0.9 1.0 65.4 1.1

Belgium 
– objectified [1995:01–2007:01] -0.6 0.9 52.1 1.1 1.25 -0.5 1.0 55.6 1.2

– subjectified [1995:01–2007:01] -0.6 0.8 1.0 0.16 -0.4 0.7 0.9

Czech Republic
– objectified [2001:01–2007:01] 0.4 2.1 2.6 0.59 0.4 2.2 2.6

– subjectified [2001:01–2007:01] 0.6 1.9 2.4 -0.42 0.6 1.9 408.7 2.5

Denmark
– objectified [1995:01–2007:01] -1.1 1.2 55.2 -0.7 0.9 50.1 1.1

– subjectified [1995:01–2007:01] -1.0 1.0 48.0 1.2 2.56* -0.6 0.8 42.7 0.9

EMU
– objectified [1995:01–2007:01] -0.5 0.6 0.8 1.58 -0.7 0.7 0.8

– subjectified [1995:01–2007:01] 0.5 0.6 0.11 -0.4 0.5 24.0 0.6

Estonia
– objectified [2001:04–2007:01] 0.6 2.2 129.4 2.5 0.15 0.6 2.2 2.5

Finland 
– subjectified [1996:07–2007:01] -0.1 0.9 1.1 -0.87 0.7 0.8 210.4 0.9

France
– objectified [1995:01–2007:01] -0.5 0.6 47.2 0.8 1.10 -0.6 0.6 0.7

Greece 
– subjectified [1995:01–2007:01] 2.0 2.2 64.9 2.76** 1.5 1.7 2.2

Hungary 
– objectified [1995:01–2007:01] 48.2 1.12 1.8 2.8 68.8

– quantitative [2000:01–2006:04]2 12.6 12.6 266.6 12.8 - - - - -

– quantitative obj. [2000:01–2006:04]2 0.7 1.9 2.0 - - - - -

Ireland  -1.0 1.5 2.0 -0.18 -0.7 1.1

Italy 
– objectified [1995:01–2007:01] -0.5 0.8 1.0 -0.27 -0.9 0.9 41.5 1.0

– subjectified [1995:01–2007:01] -0.2 0.6 24.7 0.7 -1.01 -0.5 0.6 27.6 0.7

Latvia 
– objectified [2001:05–2007:01] -1.0 1.5 2.0 -0.88 -1.0 1.5 2.0

Lithuania 
– objectified [2001:05–2007:01] 1.9 150.6 2.4 -1.04 1.9 150.6 2.4

– subjectified [2001:05–2007:01] -0.4 2.2 151.0 -0.4 2.2 151.0

Malta
– objectified [2002:11–2007:01] 1.5 60.2 1.8 4.46** - - - -

– subjectified [2002:11–2007:01] -2.0 2.1 2.2 – – – –

Netherlands
– objectified [1995:01–2007:01] -0.4 0.8 1.1 0.48 0.0 0.8 1.0

Poland
– objectified [2001:05–2007:01] 0.5 2.2 191.5 2.6 0.5 2.2 191.5 2.6

– subjectified [2001:05–2007:01] 1.0 2.0 192.2 -2.29* 1.0 2.0 192.2



antitative questions in Hungary and Poland (bias of 9.1 
and 12.6 p.p., respectively), as well as consumers’ in-
flation expectations in Romania (objectified measure), 
Hungary (objectified measure) and Poland (objectified 
measure quantified on the basis of Ipsos survey data), 

p.p., respectively. In the period under consideration the-
se three countries experienced large disinflation epi-
sodes (in the case of Romania it was as much as from 
40% to 4.6%), which were not fully anticipated by con-
sumers. Relatively sizeable errors were committed by 
consumers in Malta (-2.0 p.p. in the case of subjectified 
measure of expectations), Slovakia (2.0 p.p., objectified 
measure) and Greece (2.0 p.p., subjectified measure). 
On the contrary, the most accurate forecasts were for-
mulated in Finland (subjectified measure: -0.1 p.p.), 
Poland (modified quantitative measure: -0.2 p.p.), Ita-
ly (subjectified measure: -0.2 p.p.), Sweden (objectified 

-
-

sessment of forecast accuracy is confined to the common 
sample11  (2001:05-2007:01), the results remain to lar-

11 All inflation expectations’ measures for Malta and the quantitative objectified 
measure for Poland are dropped from this comparison as these surveys cover 
even shorter period. Additionally, measures based on quantitative questions in 
Hungary and the UK are excluded, as they have a quarterly frequency and very 
few observations would be covered.

ge extent unchanged, with the exception of Poland (ob-
jectified measure quantified on the basis of Ipsos survey 
data), which performs much better, and Finland (sub-
jectified measure), which performs relatively worse.12  

As the analysed countries experienced different in-
flation levels, it is useful to refer to relative forecasting 
accuracy indicators. In Sweden (both probability me-
asures), the Czech Republic (both probability measures), 
Lithuania (subjectified measure) and Poland (all pro-
bability measures) expectational errors exceeded on 
average the future inflation level. At the other end, the 
best performers included Belgium (both probability me-
asures), the Netherlands (objectified measure), Ireland 
(objectified measure), Latvia (objectified measure) and 
the euro area (subjectified measure). The forecast ac-
curacy statistics are summarized in Figure 1.

To assess the usefulness of consumers’ expectations 
measures in predicting inflation, we compare them with 
naive forecasts in terms of forecasting accuracy. Therefore 
we conduct the modified Diebold-Mariano test, proposed by 
Harvey et al. (1997) on no difference in the accuracy of two 
competing forecasts, assuming loss function represented 
by mean square error.  The test statistic:  

12

 Test statistic proposed by Harvey et al. (1997) has better small sample prop-
erties than the original Diebold-Mariano version of this test.

ME MAE MAPE RMSE HLN-

1

ME MAE MAPE RMSE 

– objectified (Ipsos) [1995:01–2007:01] 4.5 126.2 5.6 1.86 0.8 208.2 2.7

9.1 9.1 9.8 – – – – –

-0.2 1.4 1.8 – – – – –

Portugal 
– objectified [1997:11–2007:01] 0.9 0.78 0.2 0.7 26.0 0.9

Romania
– objectified [2001:05–2007:01] 8.4 8.4 10.6 8.4 8.4 10.6

Slovakia
– objectified [2000:04–2007:01] 2.0 4.4 102.5 0.92 1.2 4.1 105.9 1.9

Slovenia 1.2 1.8 5.0 1.20 1.4 1.6 4.6

Spain
– objectified [1995:01–2007:01] -1.0 1.1 1.15 -1.0 1.2

Sweden
– objectified [1995:10 – 2007:01] -0.2 1.0 -0.11 0.1 0.8 224.2 1.0

– subjectified [1995:10 – 2007:01] 0.9 1.1 -0.88 -0.2 0.8 0.9

– quantitative [1995:10 – 2007:01] 0.7 1.0 0.05 0.8 0.9 1.2

UK 
– objectified 1995:01–2007:01] -0.6 1.1 47.8 0.80 -1.1 1.2 40.9 1.4

– subjectified [1995:01–2007:01] -0.7 1.0 41.1 1.2 -0.27 -1.2 46.2 1.4

– quantitative [1999:04–2006:04]2 -0.4 0.7 0.9 – – – – –

1 Diebold-Mariano test statistics modification proposed by Harvey, Leybourne and Newbold (1997); */** indicates rejection of hypothesis of equal mean square error 
of inflation expectations and naive forecasts at 5% and 1% significance level, respectively.
2 Quarterly data.
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where:
d
_
 – mean loss differential, 

V^(d
_
)– an estimate of asymptotic variance of d

_
,

h – the forecast horizon 
T – number of observations, 

has Student-t distribution with  (T-1) degrees of freedom.
The results suggest that consumer inflation 

expectations have similar forecasting power as naive 

Denmark (objectified and subjectified measures), 
Greece (subjectified measure) and Malta (objectified 
measure), inflation expectations perform worse 
than the naive forecast. On the contrary, in Poland 
the subjectified measure of inflation expectations 
outperformed naive forecast. However, it seems to 
result from the specificity of the period considered 
(rise of inflation due to the Polish accession to the 
UE), as the alternative objectified measure (based on 
Ipsos survey) covering a longer period is characterised 
by accuracy not significantly different from the naive 
forecast.

The presented results suggest that European 
consumers’ inflation expectations are rather poor 
predictors of future inflation. Forsells and Kenny 
(2004; 2006) reach a similar conclusion and point 
out that for the euro area as a whole the errors are 
smaller than for individual countries. Moreover, they 
notice improvement in forecast accuracy in the 90-
ties. Mestre (2007) finds that probability measures 
of consumer inflation expectations perform much 
worse than forecasts based on autoregressive models. 
However, they are not useless in forecasting as 
including them in autoregressive models improves 
their predicting power.

3.2. Testing for causality between actual future inflation and 
expected inflation

Even if the quantified measures of consumer inflation 
expectations in the European countries seem to be im-
perfect predictors of future inflation, it may be the case 
that consumers use some pieces of information to gra-
dually improve their expectations. Therefore, the next 
test we apply concerns the causality between actual fu-
ture inflation and inflation expectations. We follow the 
approach by Berk (2000), Berk and Hebbink (2006), For-
sells and Kenny (2004; 2006). First we test for unit ro-
ots and cointegration. Then for those pairs of inflation 
expectations and actual future inflation, which pass po-
sitively the Johansen test on cointegration we estimate 
two-variable (expected and future actual inflation) vec-
tor error correction models (VECMs)14:

The advantage of this approach is that it allows the 
interaction between inflation expectations and future 
inflation to run in both directions. Moreover, such 
models by Granger Representation Theorem provide 
additional information on the direction of causality 
(Engle, Granger 1987). Inflation expectation Granger-
cause future actual inflation in the long- and short-run if 

, and i , respectively. Similarly, the future actual 
inflation Granger-cause inflation expectations in the long 
run if , and in the short run – if i .15

For those measures of inflation expectations which fail 
the cointegration test we conduct the traditional Granger 

14  Lag length in the cointegration test was chosen based on AIC and BC infor-
mation criteria and the properties of the error term.
15  For details see: Ericcson et al. (1998).
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causality test, based on VARs. There is one important 
caution in the procedure applied, which might affect the 
results, namely a relatively small number of observations 
available for the new EU member states.

Table 4 presents the results of both types of causality 
tests. We use three measures of inflation expectations, 
i.e. an objectified probability measure, a subjectified 
probability measure and the balance statistic BS .16

Results of the short-term analysis confirm the causality 
running from actual future inflation to objectified 
probability measures of consumer inflation expectations 

16  BS  is included in our testing procedure rather as an experiment – in most 
cases there was no good VAR or no cointegration. 

in almost all countries under consideration. There 
are only two exceptions, i.e. Belgium, and Italy. The 
remaining measures are to lesser extent influenced by 
actual future inflation – in the case of the subjectified 
probability measure the causality runs from actual 
future inflation to inflation expectations in Belgium, 
Finland and Sweden, while in the case of the balance 
statistic BS  – in Austria, Bulgaria, Cyprus, Germany, 
Latvia and Lithuania. The long-run causality tests’ 
results are much more robust with respect to the 
quantification method applied. All the measures of 
consumers’ inflation expectations occur to be caused by 
future inflation with the balance statistic BS  in Bulgaria, 

e)

e

e

e

e

e

e

ECM ECM ECM ECM ECM ECM

Austria 2.21 1.42 25.9** 11.04** 0.70 1.56 15.41*

Belgium 46.20** 0.19 10.7 4.17** - 18.50** – 1.20 2.07

Bulgaria 4.09** 19.81** 0.29

Cyprus 4.10 1.64 17.44**

Czech Republic 0.27 2.25 0.15 1.42 5.22 – –

Denmark – 9.50* – 2.15 – 7.58 – x x x x

EMU 4.98 0.84 4.26** 1.04 7.42 11.26 – 7.40 –

Estonia – 18.28** – 7.50 1.84

Finland 0.12 16.94** x x x x

France 18.57** 1.41 4.69** x x x x

Germany 12.59 - 21.00** –

Greece x x x x x x x x

Hungary 0.11 9.16 40.97** 6.04** x x x x

Ireland 4.79 - 26.69** - x x x x

Italy 10.42 2.94 2.76** 7.64 – 4.12 –

Latvia 5.17 – – 24.60** – 11.96* –

Lithuania – 18.10** – 0.60 – 2.62 – 2.71 – 15.00** –

Luxembourg 1.92 0.17 0.19 4.95**

Malta

Netherlands x x x x x x x x

Poland (Ipsos)1 8.86* 1.11 x x x x

Poland (GfK)2 0.84 0.61 7.77** 5.04** 2.08 0.20 4.78** 0.41 2.42* 0.47 1.91

Portugal 20.51** 1.95 5.05** x x x x

Romania 4.26 – 20.59** – 5.19 2.99* 5.10 4.19**

Slovakia 4.26 0.45 12.24 2.11

Slovenia 0.16 2.82 – –

Spain 0.61 0.17 x x x x

Sweden 4.41 50.15** 10.84 17.78* 4.07** x x x x

UK 0.77 17.98** 4.56 – 6.04 –

** (*) indicates significance at 1% (5%).
x-denotes that no satisfying VAR specification was found; – denotes that there is no cointegration.
1

Sample: 1995–2006.
2

Sample: 2001–2006.



2
-

3

Austria
– objectified [1995:10–2007:01] 0.945*** 0.044** 0.51 [0.48] 0.957***

– subjectified [1995:10–2007:01] 0.857*** 0.156* 0.27 [0.61] 0.858*** 5

Belgium
– objectified [1995:01–2007:01] 0.945*** [0.40] 0.968*** 22

– subjectified [1995:01–2007:01] 0.911*** 0.055** 4.00 [0.05] 0.966*** 21

Czech Republic
– objectified [2001:01–2007:01] 0.952*** 0.20 [0.66] 11 4

– subjectified [2001:01–2007:01] 0.044 0.70 [0.41] 0.955*** – 4

Denmark
– objectified [1995:01–2007:01] [0.05] 0.984***

– subjectified [1995:01–2007:01] 0.885*** 0.061*** 9.02 [0.00] – –

Poland and Slovakia being the exceptions. It suggests 
that European consumers’ inflation expectations are to 
some extent forward-looking.

Test results suggest that the feedback from con-
sumer inflation expectations to actual inflation is ra-
ther weak and statistically insignificant. In the long-term 
analysis the opposite holds for the balance statistic BS
in Bulgaria, Poland, Romania and Slovenia, as well as 
for the subjectified probability measure of consumer 
inflation expectations in Italy and in the UK. In the 
short-term analysis there are more expectations’ me-
asures having influence on actual inflation, including: 
the objectified probability measure in Belgium, Fran-
ce and Poland (Ipsos survey), Portugal, the subjectified 
probability measure in Austria and the balance statistic 
BS  in Latvia. 

Our results are consistent with the findings by For-
sells and Kenny (2006), who covered a longer sample 
period, i.e. 1986–2005 using the probability measure of 
expectations in the euro area and its main economies.

3.3. Unbiasedness of consumer inflation expectations

An important feature of rational expectations is the-
ir unbiasedness. According to the rational expectations 
hypothesis, agents forming expectations use all informa-
tion available and do not make systematic forecast er-
rors, so their expectations are equal to the actual future 
inflation on average and to the actual future inflation 
plus a random forecast error period by period (Muth 
1961; Lucas 1976)17. In line with the unbiasedness re-
quirement, the coefficients  and  in the equation (9) 
should be equal to zero and one, respectively:

17 It should be noted that the problem of expectations’ rationality had been 
introduced to the literature well before Muth (1961) and Lucas (1976) contri-

-
tations’ rationality in terms of the consistency of their formation process with 
the true economic relationships

where:

t+n – the actual inflation in period t + n,
e
t+n|t  –  the expectation of inflation at time t + n formed 

at time t,
 –  a white-noise error. 

However, there are theoretical doubts18 concerning 
the assumptions of the rational expectations hypothesis, 
which may lead to inflation expectations bias, at least 
in the short run. Results of numerous empirical studies 
suggest that inflation expectations of consumers do 
not fulfil the unbiasedness requirement19. For this 
reason instead of testing the unbiasedness condition 
in its canonical form, we apply a test of the long-
run convergence of inflation expectations to actual 
future inflation. Such a convergence takes place if the 
coefficients  and  of the following equation: 

add to one. Moreover, the lower is , the faster is the co-
nvergence process. It should be noted that the equation 
(10) allows verifying inflation expectations’ unbiasedness 
by testing the hypothesis that the coefficient and  
are equal to zero and one respectively. According to es-
timation results (Table 5), consumer inflation expectations 
in all countries do not fulfil this condition, however, in the 
majority of analysed economies expectations converge to 
the actual inflation ex-post in the long run. The speed of 
convergence is relatively low and diversified between dif-

18 The prominent role here is played by sticky-information models. Mankiw 
and Reis (2002) suggest that because of the costs of acquiring information and/or 
of price reoptimization pricing decisions are not always based on current in-
formation. Another important input here, developed by Reis (2005) and Sims 
(2005), suggests that the process of acquiring and processing information that is 
an important part of forming inflation expectations by economic agents should 
be in itself treated as an outcome of rational (optimizing) behaviour.
19 E.g.: Bakhshi, Yates (1998) – inflation expectations of the UK employees, Me-
stre (2007) – consumer inflation expectations in the euro area, Forsells, Ken-
ny (2004, 2006) – consumer inflation expectations in the euro area and its ma-

-

Czech Republic

tnt
e

tnt     
(11)

tnt
e

tnt
e

tnt     (12)



1 H
2 3

EMU
– objectified [1995:01–2007:01] 0.940*** 0.041*** [0.11] 0.976*** 29

– subjectified [1995:01–2007:01] 0.951*** 2.98 [0.09] 0.974*** 27

Estonia 
– objectified [2001:04–2007:01] 0.080 0.01 94

Finland 
– subjectified [1996:07–2007:01] 0.045*** 0.09 [0.77] 0.955*** 16

France 
– objectified [1995:01–2007:01] 0.890*** [0.06] 0.951*** 14

Greece 
– subjectified [1995:01–2007:01] 0.752*** [0.00] – –

Hungary 
– objectified [1995:01–2007:01] 0.915*** 1.16 [0.28] 12

– quantitative objectified [2000:01–
2006:04] 0.782*** 0.229*** 0.11 [0.74] 0.788*** 12

Ireland 0.962*** 0.029 [0.56] 0.974*** 274

Italy 
– objectified [1995:01–2007:01] 0.915*** 0.064** 1.58 [0.21] 0.941*** 12

– subjectified [1995:01–2007:01] 0.766*** 1.45 

Latvia 
– objectified [2001:05–2007:01] 0.918*** 0.086*** 0.08 [0.78] 8

Lithuania 
– objectified [2001:05–2007:01] 0.068* [0.87] 11

– subjectified [2001:05–2007:01] 0.982*** 0.018* 0.00 [0.99] 0.982***

Malta 
– objectified [2002:11–2007:01] 0.847*** 1.77 [0.19] 0.921*** 9

– subjectified [2002:11–2007:01] 0.018 [0.87] 0.985*** –4

Netherlands 
– objectified [1995:01–2007:01] 0.912*** 0.075** 0.27 [0.61] 0.925*** 9

Poland 
– objectified [2001:05–2007:01] 0.048** 0.77 11

– subjectified [2001:05–2007:01] 0.916*** 0.077*** 0.10 [0.75] 0.917*** 8

– objectified (Ipsos) [1995:01–2007:01] 0.104** 0.10 [0.75] 0.911*** 8

2007:01] 0.886*** 0.117*** 0.01 [0.92] 0.884*** 6

Portugal 
– objectified [1997:11–2007:01] 0.064** [0.86] 11

Romania 
– objectified [2001:05–2007:01] 0.900*** 0.84 10

Slovakia 
– objectified [2000:04–2007:01] 0.885*** 0.104** 0.11 [0.74] 6

Slovenia 0.888*** 0.128*** 1.47 0.907*** 8

Spain 
– objectified [1995:01–2007:01] 0.947*** 2.69 [0.10] 0.982***

Sweden
– objectified [1995:10–2007:01] 0.926*** 1.68 [0.20] 0.949*** –4

– subjectified [1995:10–2007:01] 0.942*** 0.027** [0.08] 26

– quantitative [1995:10–2007:01] 0.962*** 0.040** 0.04 [0.85] 0.962***

UK
– objectified [1995:01–2007:01] 0.956*** 1.29 [0.26] 0.974*** 27

– subjectified [1995:01–2007:01] 0.917*** 0.055*** 5.50 [0.02] – –

– quantitative [1999:04–2006:04] 0.885*** 0.104** 0.48 [0.49] 0.906***

1
Estimates of parameters of equation: t

e
tt

e
tt ; OLS estimators; Newey-West standard errors in parentheses.

2 Estimates of parameters of equation: t
e

tt
e

tt ; OLS estimators; Newey-West standard errors in parentheses.
Half life of expectations’ deviation from REH.

4 
As in some economies coefficients  and  add to unity but coefficient on future inflation is statistically insignificant, an additional test was conducted on 

restricted estimates. If the null hypothesis of  being equal to 1 is not rejected, as it happened for subjectified measure in the Czech Republic, Malta and objectified 
measure in Sweden, it is concluded that there is no convergence to actual future inflation. In the case of objectified measure in the Czech Republic, Estonia and Ireland 
this hypothesis is rejected at 5% significance level.



ferent measures of expectations. In the case of objectified 
probability measures the estimate of  varies from ap-
proximately 0.88 in Slovakia to 0.98 in Denmark. It cor-
responds to the number of months needed to absorb 
50% of deviations of expectation from the long-run le-

Half-life deviation estimates for subjectified probability 

4. Conclusions 

Theoretical developments concerning the role of in-
flation expectations in economic relationships make em-
pirical analysis in this area particularly needed. In this 
study we used survey measures of consumer inflation 
expectations in the European economies, which were 
quantified with different methods. Before using these 
measures in testing selected features of consumer infla-
tion expectations we introduced a scheme of assessing 
their reliability.

The following conclusions can be drawn from 
the empirical part of our paper (Table 6): Firstly, 
the forecasting accuracy of quantified measures of 
consumer inflation expectations in Europe is rather 
poor and comparable to the accuracy of naive forecasts. 
Secondly, the paper provides evidence for the long-run 

causality running from the actual future inflation to 
consumer inflation expectations, while the assessment 
of causality in the short-term dynamics depends on 
the measure of expectations applied. The impact of the 
actual future inflation on inflation expectations suggests 
that consumers are to some extent forward-looking. 
Thirdly, although the unbiasedness condition of rational 
expectations is not fulfilled in any economy under 
consideration, the majority of measures demonstrate the 
long-run convergence toward the actual future inflation, 
with respect to which they are formed. It may mean that 
a kind of learning process takes place, but according 
to our estimation results its speed, diversified across 
countries, seems to be rather slow on average. 

The results presented in this study may be useful 
in selecting those measures of consumer inflation 
expectations, which perform well in terms of their 
leading properties with respect to the actual future 
inflation and as such should be embodied in monetary 
authorities’ information sets. It should be noted, 
however, that there are still many areas in the 
empirical economics of inflation expectations, which 
need to be covered by analysis. Development of 
theoretical concepts combined with problems in 
measuring consumer inflation expectations provide 
incentives to assess existing approaches more 
rigorously and look for other methods of extracting 
this unobservable variable from consumer surveys 
and consumer behaviour.

-
-

Austria
– objectified [1995:10–2007:01] -0.5 1.1 Yes Yes Yes

– subjectified [1995:10–2007:01] 0.4 1.4 Yes 5 No Yes
Belgium
– objectified [1995:01–2007:01] -0.6 1.1 Yes 22 No Yes

– subjectified [1995:01–2007:01] -0.6 1.0 Yes 21 Yes –
Bulgaria
– objectified [2001:05–2007:01] x x x x x x

– subjectified [2001:05–2007:01] x x x x x x
Cyprus 
– objectified [2001:05–2007:01] x x x x x x

– subjectified [2001:05–2007:01] x x x x x x
Czech Republic
– objectified [2001:01–2007:01] 0.4 2.6 Yes 11 Yes Yes

– subjectified [2001:01–2007:01] 0.6 2.4 No – No Yes
Denmark
– objectified [1995:01–2007:01] -1.1 Yes Yes -

– subjectified [1995:01–2007:01] -1.0 1.2 No – No –
EMU 
– objectified [1995:01–2007:01] -0.5 0.8 Yes 29 Yes Yes

– subjectified [1995:01–2007:01] 0.6 Yes 27 No Yes
Estonia 
– objectified [2001:04–2007:01] 0.6 2.5 Yes 9 Yes -

– subjectified [2001:04–2007:01] x x x x x x
Finland 
– objectified [1996:07–2007:01] x x x x x x

– subjectified [1996:07–2007:01] -0.1 1.1 Yes 16 Yes Yes
France
– objectified [1995:01–2007:01] -0.5 0.8 Yes 14 Yes Yes

– subjectified [1995:01–2007:01] x x x x x x



-
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Germany 
– objectified [1995:01–2007:01] x x x x x x

– subjectified [1995:01–2007:01] x x x x x x

Greece
– objectified [1995:01–2007:01] x x x x x x

– subjectified [1995:01–2007:01] 2.0 No – – –

Hungary 
– objectified [1995:01–2007:01] Yes 12 Yes Yes

– subjectified [1995:01–2007:01] x x x x x x

 –  quantitative objectified [2000:01–2006:04] 0.7 2.0 Yes 12 – –

Ireland -1.0 2.0 Yes 27 Yes –

x x x x x x

Italy 
– objectified [1995:01–2007:01] -0.5 1.0 Yes 12 No Yes

– subjectified [1995:01–2007:01] -0.2 0.7 Yes No Yes

Latvia 
– objectified [2001:05–2007:01] -1.0 2.0 Yes 8 Yes –

– subjectified  [2001:05–2007:01] x x x x x x

Lithuania 
– objectified [2001:05–2007:01] 2.4 Yes 11 Yes –

– subjectified [2001:05–2007:01] -0.4 Yes No –
Luxembourg 
– objectified [2002:01–2007:01] x x x x x x

– subjectified  [2002:01–2007:01] x x x x x x

Malta 
– objectified [2002:11–2007:01] 1.8 Yes 9 x x

– subjectified [2002:11–2007:01] -2.0 2.2 No – – –

Netherlands 
– objectified [1995:01–2007:01] -0.4 1.1 Yes 9 Yes Yes

– subjectified [1995:01–2007:01] x x x x x x

Poland 
– objectified [2001:05–2007:01] 0.5 2.6 Yes 11 Yes Yes

– subjectified  [2001:05–2007:01] 1.0 Yes 8 No Yes

– objectified (Ipsos) [1995:01–2007:01] 5.6 Yes 8 Yes Yes

-0.1 1.8 Yes 6 – –

Portugal
– objectified [1997:01–2007:01] Yes 11 Yes Yes

– subjectified [1997:01–2007:01] x x x x x x

Romania 
– objectified [2001:05–2007:01] 8.4 10.6 Yes 10 Yes –

– subjectified [2001:05–2007:01] x x x x x x

Slovakia 
– objectified  [2000:04–2007:01] 2.0 Yes 6 Yes Yes

– subjectified  [2000:04–2007:01] x x x x x x

Slovenia 1.2 5.0 Yes 8 Yes Yes

x x x x x x

Spain 
– objectified [1995:01–2007:01] -1.0 Yes Yes Yes

– subjectified [1995:01–2007:01] x x x x x x

Sweden 
– objectified [1995:10–2007:01] -0.2 No - Yes Yes

– subjectified  [1995:10–2007:01] 1.1 Yes 26 Yes Yes

– quantitative [1995:10–2007:01] 0.7 Yes No Yes
UK 
– objectified [1995:01–2007:01] -0.6 Yes 27 Yes Yes

– subjectified  [1995:01–2007:01] -0.7 1.2 No – No Yes

– quantitative  [1999:04–2006:04] -0.4 0.9 Yes 8 – –
x denotes that given measure of inflation expectations is considered as unreliable.
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Abstract

We present Bayesian statistics and Gibbs sampling, 
an MCMC simulation technique, as tools for making 
inferences in stochastic frontier models for panel data 
from the banking sector. In our empirical example, the 
Bayesian approach is applied to estimate a short-run 
frontier cost function  for N = 58 branches of a Polish 
commercial bank, observed over T = 4 quarters of one 
year. We use a translog cost function (with regularity 
conditions imposed for an ’average’ branch) and treat 
inefficiency as a random individual effect, assuming 
a varying efficiency distribution (VED) specification 
proposed by Koop, Osiewalski and Steel (1997). 

Keywords: Bayesian econometrics, panel data, cost 
models, microeconomics of bank.
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1. Introduction

The stochastic frontier or composed error framework was 
first introduced in Meeusen and van den Broeck (1977) 
and Aigner et al. (1977) and has been used in many 
empirical applications. In particular, stochastic frontier 
models have been applied in studies of production and 
cost efficiency in the banking sector; see Ferrier, Lovell 
(1990), Cebenoyan et al. (1993), Bauer, Hancock (1993), 
Mester (1993; 1997), Berger, Mester (1997), Berger, De 
Young (1997), Kraft, Tirtiroglu (1997), Altunbas et al. 
(2000). All these empirical studies used the sampling 
theory (classical) methods of inference.1

Van den Broeck, Koop, Osiewalski and Steel (1994), 
hereafter BKOS, Koop, Steel and Osiewalski (1995), and 
Koop, Osiewalski and Steel, hereafter KOS (1994a; 1994b; 
1997; 1999; 2000a; 2000b) used Bayesian methods to 
analyze stochastic frontier models and argued that such 
methods had several advantages over their classical 
counterparts in the treatment of these models. Most 
importantly, the Bayesian approach enables to provide 
exact finite sample results for any feature of interest and 
to take fully into account parameter uncertainty. The 
Bayesian statistical methodology has been successfully 
applied in various empirical issues, ranging from 
hospital efficiencies in KOS (1994b; 1997) to analyses of 
the growth of countries in KOS (1999; 2000a; 2000b). In 
this paper we apply the Bayesian approach to model the 
short-run cost frontier and to measure cost efficiency of 
bank branches.

There are different reasons for focusing on branches 
of one of Polish commercial banks; some reasons are 
practical and rather specific to the situation of the 
banking sector in Poland, other are more general and of 
methodological nature. First of all, it was much easier 
to collect (or, in fact, to construct – see Marzec 2000) 
reliable and fully comparable data representing activities 
of all branches of a big Polish bank than to find a data 
set of similar quality that would represent a relatively 
homogenous (and not too small) group of Polish banks. 
Thus, focusing on branches of one bank helped us to 
avoid problems with heterogeneity, discussed by Mester 
(1997). Second, branches (as opposed to specialized 
departments or units) are not involved in financial 
services that would be called “nontraditional activities”. 
As regards the case we report in the empirical example, 
the branches under study represented traditional 
banking technology which can be modelled within the 
framework of Sealey and Lindley (1977). This means 
we could focus on the presentation of the Bayesian 
statistical methodology at work and not on addressing 

1  In Polish efficiency studies for the banking sector, mathematical programming 
techniques (mainly Data Envelopment Analysis, DEA) prevail; see, e.g., Mielnik, 

new questions related to the economics of a bank.2

Third, modelling the technology used by branches and 
making efficiency comparisons among them constitute 
a very useful tool for the management of the bank. The 
analysis of activities of bank branches was presented 
by Zardokoohi and Kolari (1994), Berger et al. (1997) 
and others, using mainly mathematical programming 
techniques.

In our first preliminary study we used only cross-
sectional data and a very simplified cost frontier; see 
Osiewalski, Marzec (1998). This work is based on a 
more mature approach, already adopted in our papers 
published only in Polish; see Marzec, Osiewalski (2001; 
2003). Here we summarise and extend our previous 
research. Thus, we use panel data and a translog 
cost function. We show how inferences on technology 
and individual cost efficiencies  of bank branches 
can be made using Bayesian random effects models 
proposed in KOS (1997) and a variant of the Gibbs 
sampler developed therein. We adopt the general Varying 
Efficiency Distribution (VED) model specification and 
apply a Highest Posterior Density (HPD) test to examine 
statistical validity of the simpler, nested CED (Common 
Efficiency Distribution) model. Our approach enables to 
impose (locally) all economic regularity conditions on 
the short-run translog cost model.

2. The Bayesian Stochastic Frontier Model

The basic sampling model considered here can be 
written as

,   (i = 1,…, N; t = 1,…, T)    (1)

where yit is the natural logarithm of cost for branch i
at time t (i = 1,..., N;  t = 1,…, T); xit is a row vector of 
exogenous variables; h – a known measurable function 
and ,  a vector of k unknown parameters define the 
deterministic part of the frontier and represent technology 
common to all branches (the translog specification is 
used in the empirical part); and vit and zit are random 
terms, one symmetric about zero and the other non-
negative. In the case of a cost frontier, zit captures the 
overall cost inefficiency, reflecting cost increases due to 
both technical and allocative inefficiency of branch i at 
time t. For the translog cost model, treated as the true 
description of technology, Kumbhakar (1997) derives 
the exact relationship between allocative inefficiency 
in the cost share equations and in the cost function, 
which indicates that zit in (1) are not independent of 
the exogenous variables and the parameters in the cost 
function. However, the translog specification is generally 
viewed as an approximation to the unknown true cost 
2  Rogers (1998) studied the role of nontraditional activities and their importan-
ce for measuring efficiency.
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function, and the common assumption within the 
stochastic frontier framework is that inefficiency terms 
are independent of the systematic part of the cost model. 
Thus, this independence assumption will be maintained 
in our analysis. 

Note that our framework is suitable for panel data, 
but the case of just one cross-section is easily covered as 
it corresponds to T = 1. Here we make the assumption 
that the inefficiency level is an individual (branch) 
effect, i.e. zit = zi (t = 1, …, T), as in KOS (1994b; 1997); 
see also Pitt, Lee (1981, Model I) and Schmidt, Sickles 
(1984). This assumption is motivated by our empirical 
example, where we use panel data corresponding to 
only four quarters of one year (T = 4). In such a short 
period of time, systematic changes in efficiency cannot 
be expected, so we use the data to improve precision 
of inferences on individual efficiency treated as a 
branch-specific characteristic. Generally, time-invariant 
efficiency will be measured as ri = exp(-zi), which is an 
easily interpretable quantity in (0, 1]. We also assume 
that zi and vit are independent of each other and vit are 
independent across branches and time. 

Using yearly data for many countries observed over 
longer periods, KOS (1999; 2000a; 2000b) follow an 
alternative strategy and assume that zit is independent 
over both i and t (conditionally upon the parameters 
necessary to describe its sampling distribution); see 
also Pitt and Lee (1981, Model II). Osiewalski and Steel 
(1998) discussed numerical tools directly applicable in 
specifications that do not impose any panel structure. 
Here we use a version of the Gibbs sampler designed 
for random individual effects models in KOS (1997); our 
Gibbs sampler draws from the region (in the parameters 
space) where economic regularity holds. 

Bayesian analysis requires specifying the Bayesian 
model, i.e. the joint distribution of the observables, latent 
variables and parameters, usually conditional on the 
values of the explanatory variables (assumed exogenous). 
According to the common statistical practice, we first 
formulate the sampling distribution (of the observables 
and latent variables given parameters) and then the prior 
distribution (the marginal distribution of the parameters 
of the sampling specification). In order to specify a 
parametric sampling distribution for the observables yit
and unobserved zi, we assume that vit is N(0, 2), i.e. 
Normal with zero mean and constant variance 2, and 
zi is Exponential with mean (and standard deviation) 

i. The mean of zi can depend on some (say, m-1)
exogenous variables sij (j = 2,..., m) explaining possible 
systematic differences in efficiency levels. We assume

    
   

(2)

where j > 0 are unknown parameters and si1 = 1. If 
m > 1, the distributions of zi can differ for different 
i and thus in KOS(1997) this specification is called 

the Varying Efficiency Distribution (VED) model. If m = 1, 
then i = 1

-1 and all inefficiency terms constitute 
independent draws from the same distribution. This 
important special case is called the Common Efficiency 
Distribution (CED) model. Some non-Bayesian empirical 
works in the field of bank efficiency analysis used a two-
step approach where the efficiency estimates obtained 
at the first stage were regressed (at the second stage) on 
additional explanatory variables; see, Cebenoyan et al. 
(1993), Mester (1993), Berger, Mester (1997), Berger, De 
Young (1997), and Kraft, Tirtiroglu (1997). While such 
two-step approaches can serve as very crude statistical 
techniques, our Bayesian VED model yields a coherent 
framework for both estimation and testing of influences 
of exogenous factors on individual efficiency. 

Note that the density of all yit and zi given xit,
si = (si1,…, sim) and  = ( ', -2, 1,…, m)’ is the 
product of NT Normal and N Exponential densities. This 
leads to the following Bayesian model: 

where p( ) denotes the prior density, fN(. a,b) is the 
(univariate) Normal density with mean a and variance 
b, and fG(. a,b) is the Gamma density with mean a/b
and variance a/b2 (a = 1 corresponds to the Exponential 
distribution).

In principle, the prior distribution of can be any 
distribution, but it is usually preferred not to introduce 
too much subjective information about the parameters. 
Therefore, we use the following prior structure:

   

    
  

 (4)

which reflects the lack of prior knowledge about the 
frontier parameters , except for regularity conditions 

  imposed by economic theory and represented by 
the indicator function I(.). Alternatively, we could use a 
proper prior distribution on , possibly truncated to the 
region of regularity. Typically, we shall choose the prior 
hyperparameters n0 > 0 and c0 > 0 so as to represent very 
weak prior information on the precision of the stochastic 
frontier. In models without panel structure, we cannot 
take as the prior density for -2 the kernel of the limiting 
case where c0 = 0 because this would result in the lack 
of existence of the posterior distribution; see Fernández 
et al. (1997). Since we treat here the inefficiency terms 
as time-invariant individual effects, the use of the usual 
Jeffreys type prior for -2 (which corresponds to the 
Gamma kernel with n0 = c0 = 0) is allowed. For the m
parameters of the efficiency distribution we take proper, 

(3)



independent Exponential priors in order to avoid the 
pathology described by Ritter (1993) and discussed in 
more general terms by Fernández et al. (1997). Following 
KOS (1994b, 1997), we use gj = 1 for j > 1 and take 
g1 = –ln (r*) where r* (0, 1) is the hyperparameter 
to be elicited. In the CED model (m = 1), r* can be 
interpreted as the prior median efficiency, because it 
is exactly the median of the marginal prior distribution 
of individual efficiency ri = exp (-zi); see BKOS (1994). 
In the VED case (m > 1), our prior for = ( 1,…, m)’
is quite non-informative and centered over the prior 
for the CED model. The prior on , a parameter which 
is common to all branches, induces links between the 
branch-specific inefficiency terms.

3. Bayesian Inference using Gibbs sampling 

Since an important aspect of any empirical analysis 
of production is making inferences not only on the 
parameters describing technology, but also on individual 
efficiencies of observed units (here: branches), there is 
no need to integrate out unobserved zi’s from the joint 
density (3). After having observed the data, the Bayesian 
approach combines all the information about the 
unknown quantities in their posterior density p( , | y,X,S)
proportional to (3). As this is a non-standard and highly 
multivariate density, the crucial task of any applied 
Bayesian study is “to calculate relevant summaries 
of the posterior distribution, to express the posterior 
information in a usable form, and to serve as formal 
inferences if appropriate. It is in the task of summarizing 
that computation is typically needed.” (O’Hagan 1994, 
p. 205). As KOS (1997) showed, a Markov Chain 
Monte Carlo technique known as Gibbs sampling is 
a particularly easy and efficient tool for simulating 
samples from the posterior distribution and therefore for 
approximating its relevant summaries. 

Gibbs sampling is a technique for obtaining a sample 
from a joint distribution of a random vector  by taking 
random draws from only full conditional distributions. A 
detailed description of the technique can be found in e.g. 
Casella, George (1992), and Tierney (1994). Suppose we 
are able to partition  into ( 1’, …, p’)’ in such a way that 
sampling from each of the conditional distributions (of i
given the remaining subvectors; i = 1,…, p) is relatively 
easy. Then the Gibbs sampler consists of drawing from 
these distributions in a cyclical way,  that is, given the 
qth draw,  (q), the next draw,  (q+1), is obtained in the 
following pass through the sampler:

1
(q+1) is drawn from p( 1 | 2= 2

(q),…, p = p
(q)),

2
(q+1) is drawn from p( 2 | 1= 1

(q+1), 3= 3
(q),…,

p =  p
(q)),

…

p
(q+1) is drawn from p( p | 1= 1

(q+1),…, p-1= p-1
(q+1)). 

Note that each pass consists of p steps, i.e. drawings 
of the p subvectors of . The starting point, (0), is 
arbitrary. Under certain general conditions (irreducibility 
and aperiodicity as described in e.g. Tierney (1994), the 
distribution of (q) converges to the joint distribution, 
p( ), as q tends to infinity. Thus, in an asymptotic sense, 
we draw a sample directly from the joint distribution. 
In practical applications we have to discard a (large) 
number of passes before convergence to joint distribution 
p( ) is reached. 

In order to efficiently use Gibbs sampling to make 
posterior inferences on both the parameters and branch 
efficiencies, we have to consider the joint posterior density 
of  and  , p( , | y,X,S) where z is the N  1 vector of all 
the zis. Note that the dimension is then N + k + m +1,
greater than the number of observed units. Despite this 
high dimensionality, the steps involved in the Gibbs 
sampler are very easy to implement. 

Given , the frontier parameters ( , -2) are 
independent of  and can be treated as the parameters 
of the (linear or nonlinear) Normal regression model in 
(3). Thus, we obtain the following full conditionals for 

-2 and :

The full conditional posterior densities of j (j = 1, 
…, m) have the general form:

where

for r = 1, …, m (Di1 = 1 when m = 1) and (-j) denotes 
 without its jth element. Since si1 = 1, the conditional 

of 1 is Gamma with parameters 1 + N and g1 + z1D11
+ … + zNDN1.

Conditionally on the parameters and the data, the 
vector of unobserved inefficiency terms = (z1 … zN)’
has a truncated Normal distribution with density which 
is the product of N independent truncated Normal 

(5)

(6)

(7)

(8)

(9)
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densities; see KOS(1997). In (9) y
_
i and  x

_
i  are simple 

averages of yit and xit over time. From (9) we can easily 
draw zis given the data and the parameters. These draws 
are immediately transformed into efficiency indicators 
ri = exp (-zi). Thus, this N-dimensional step of each pass 
through our Gibbs sampler is quite simple. 

Depending on the form of the frontier and on the 
values of sij for j > 1, the full conditionals for  and for 

j (j = 2, …, m) can be quite easy or very difficult to draw 
from. Drawing from nonstandard conditional densities 
within the Gibbs sampler requires special techniques, 
like rejection methods or the Metropolis-Hastings 
algorithm (see e.g. Tierney 1994 or O’Hagan 1994). 
KOS (1994a; 1994b) used variants of the Metropolis-
Hastings technique in the cases of a non-linear frontier 
or continuous sij, respectively. These hybrid procedures 
imply a substantial added complexity in simulations 
from the posterior distribution and require additional 
input from the user. Therefore, following Osiewalski 
and Steel (1998) we stress two special cases where 
considerable simplifications are possible:

(i) linearity of the frontier,
(ii) 0–1 dummies for sij (j = 2, …, m).
If h(xti, ) = xti  then (6) is a k-variate Normal 

density, possibly truncated due to regularity conditions. 
That is, we have 

where

T is a vector of ones, T denotes the Kronecker pro-
duct of  and T, and y and X denote a NT  1 vector of 
yits and a NT k matrix with xits as rows, respectively. 
Cobb-Douglas or translog frontiers serve as examples of 
linearity in ; see Koop et al. (1995) and KOS (1997; 
1999; 2000a; 2000b). 

The dichotomous character of the variables 
explaining efficiency differences (si2,..., sim) greatly 
simplifies (7), which simply becomes a Gamma density:

see KOS (1997). From the purely numerical perspective, 
it pays to dichotomize these original variables in si

which are not 0–1 dummies. 
The above discussion confirms that the Bayesian 

stochastic frontier cost model, considered in this paper, 
can be analyzed using Gibbs sampling. That is, even 
though the marginal posteriors of   and zi are unwieldy, 
the conditionals for a suitable partition of the set of 
unknown quantities are much easier to work with. By 
taking a long enough sequence of successive draws from 
the conditional posterior densities, each conditional on 
previous draws from the other conditional densities, we 

can create a sample that can be treated as coming from 
the joint posterior distribution. The posterior expectation 
of any arbitrary function of interest, g ( , ; y, X, S), can 
be approximated by its sample mean, g*, based on M
passes (after convergence has been assured):   

   

4. Modelling Variable Costs of Bank Branches

We illustrate the Bayesian stochastic frontier analysis 
using the data from N = 58 branches of one of Polish 
commercial banks observed over T = 4 quarters of one 
year. Our short-run translog cost model takes the form:

where the following notation is adopted:
VC = cost of labour (personnel expenses) + cost of 

financial capital (interest expenses) + cost of computers, 
software and other goods and services purchased from 
outside suppliers,

WL = price of labour = (personnel expenses)/
(number of full-time equivalent employees),

WD = price of deposits and other borrowed money 
= (interest expense)/(volume),

K = office space (in square meters),
Q = aggregate volume of different loans + the 

excess of deposits over loans (if positive). 
In our VED specification for inefficiency term zi, we 

use three dummies to model its mean i:
si2 = 1 if branch i had more deposits than loans 

(si2 = 0 otherwise), 
si3 = 1 if volume of loans was greater than PLN 100 

million (si3 = 0 otherwise),
si4 = 1 for branches with subbranches (si4 = 0 

otherwise);
thus, m = 4 and si1 1. Our conjecture is that fewer de-
posits than loans means higher costs because of char-
ge for “external” refinancing (thus, si2 = 1 should cor-
respond to higher efficiency, 2 > 1); the larger branch 
and the more complicated its structure, the lower ef-
ficiency ( 3 < 1, 4 < 1). The model has 20 parameters, 
including -2, 1, 2, 3 and 4.

In the specification given above, we follow the 
microeconomic analysis of Sealey and Lindley (1977) 
who view the bank as using labour, physical capital, and 
financial capital (mainly deposits) to produce earning 
assets. Thus, we use deposits and other borrowed money 

(10)

(12)

(14)

(11)



as inputs (representing financial capital used), and income 
generating money as the aggregate product of a bank 
branch. This approach (often called the intermediation 
approach) has been adopted in many empirical studies, 
using econometric as well as mathematical programming 
tools; see Akhaiven et al. (1997), Altunbas et al. (2000), 
Berger et al. (1997), Cebenoyan et al. (1993), English et 
al. (1993), Grabowski et al. (1993), Hassan et al. (1990), 
Hughes, Mester (1993), Kaparakis et al. (1994), Mester 
(1987; 1993), Muldur, Sassenou (1993), Noulas et al.  
(1990),  Zardokoohi, Kolari (1994).

As a consequence of the approach we follow, the 
variable cost includes both interest and operating costs. 
Our aggregate product Q comprises loans to individuals, 
commercial and industrial loans, and the excess of 
deposits over loans (if positive, i.e. if si2 = 1). The latter 
component reflects the fact that branches operate within 
the bank and their excessive deposits can be used by 
those branches which lack funds for loans (si2 = 0). In 
fact, all observed branches tended to specialize either 
in the acquisition of financial capital from depositors 
or in lending funds. Branches from the first group 
(depository branches, si2 = 1) provided extra funds, 
which were used by branches from the other group. 
These funds were provided at a constant price (related 
to prices on the interbank market), fixed by the bank 
and only used to correct the calculation of the operating 
profit of a branch. Thus, for a depository branch, the 
volume of its excess funds can be treated as a product 
because it increased the calculated profit of that branch. 
On the other hand, this money was used as input by 
the branches that lacked funds for loans; its price was 
constant over branches and used to correct downwards 
the calculation of the operating profit of branches 
specializing in lending funds.

Our measure of variable cost includes cost of 
computers, software and other goods and services 
purchased from outside suppliers but their prices do 
not appear as explanatory variables in our specification. 
This is a consequence of the fact that these prices can 
be treated as constant (over the whole year and all the 
branches) as main purchases were decided on the level 
of the bank which chose a supplier (of e.g. hardware or 
software) once during several months. Thus, the effect 
of these prices on the variable cost is taken by five of the 
parameters i (i = 0, 1, 2, 3, 4). However, the elasticities 
of VC with respect to WD, WL, Q and K calculated 
from the full translog model remain unaffected by 
unobservability of constant prices and are the same 
as calculated from (14). Moreover, homogeneity with 
respect to all prices is automatically fulfilled by (14).

Other regularity conditions which should be 
imposed on our specification include monotonicity 
(with respect to Q and all prices) and concavity (in all 
prices). Under any continuous prior distribution on the 
parameter space, monotonicity with probability one is 

equivalent to positivity of elasticities of VC with respect 
to Q, WD and WL plus the condition that the sum of 
elasticities with respect to WD and WL is less than one:

      

The latter condition assures that VC is increasing 
in unobservable (constant) prices. Remind that the 
elasticities with respect to prices are equal to optimal 
shares (of production factors) in variable cost. We 
impose the monotonicity and concavity conditions 
on an “average” branch, that is a hypothetical branch 
with average (over time and branches) values of logs of 
K, Q, WD and WL. Concavity in input prices is equivalent 
to negative semi-definiteness of the matrix of second 
order derivatives of VC with respect to all three prices. 
Since this matrix is singular, it is negative semi-definite 
iff all three first order principal minors are non-positive 
and all three second order principal minors are non-
negative; see e.g. Simon, Blume (1994). Under any 
continuous prior distribution on the parameter space, 
prior and posterior probabilities of equalities are zero. 
Thus, concavity in prices is assured with (both prior 
and posterior) probability one iff the first two leading 
principal minors change sign, i.e. if

     

It is easy to prove that, given(16) and positivity of 
elasticities, all principal minors (not only the leading 
principal minors) have correct signs.

We impose regularity at a particular point in 
the space of explanatory variables (at the point 
where our translog specification should best 
approximate the unknown cost function). Although 
economic regularity could be imposed at many 
points, that would lead to reducing flexibility of the 
translog approximation and a serious increase in 
computational burden. 

In fact, the first three restrictions in (15) are not 
binding for our data set. Moreover, the elasticities with 
respect to Q and WD are clearly positive for all 58 
branches and the elasticity with respect to WL always 
has a positive posterior mean. The fourth restriction 
is binding, as will be shown below; see Table 2 and 
Figure 4. Given the monotonicity alone, the posterior 
probability of concavity is only 0.11, so the two 
inequalities presented in (16) are obviously binding. 
Salvanes and Tjøtta (1998) illustrate importance of 
the concavity restrictions for the interpretation of the 
results of cost function estimation.

(15)

(16)
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In our short-run model we represent physical 
capital (treated as fixed input) by the office space used 
by the branches. We have also estimated specifications 
with K defined as the book value of buildings and 
offices, obtaining very similar results. 

As regards the prior hyperparameters, we set r* = 0.7 
which would be the prior median of efficiency in the CED 
specification (m = 1, no systematic differences in cost 
efficiency). Thus, in our VED specification with m = 4 we 
assume prior median efficiency even lower than 0.7 (about 
0.53, as obtained by Marzec (2000) for average values of 
si2, si3, si4). Other values of r* from the interval [0.5, 0.9] 
have no new consequences for our inference on technology 
but show some (although small) influence on the efficiency 
analysis discussed in the next section. For precision of the 
Normal error term, we take n = c = 10-6 which leads to 
a very diffuse Gamma prior distribution (with mean 1 and 
variance 2 106) reflecting little prior knowledge about this 
parameter. Assuming the improper prior corresponding to 
n = c = 0 leads to the same posterior results. 

The Gibbs sampler presented in the previous 
section requires starting values for  and . We tried 
different vectors  and , receiving virtually the 
same results after about 100,000 passes. In particular, 
in some runs we used the same zi  (e.g., 0.3) for all 
i and we calculated  from the OLS formula (11). 
Convergence to the posterior distribution is illustrated 
in Figures 1 and 2, which show changes (in two 
Gibbs runs starting from very different initial values) 
of the Monte Carlo estimates of posterior means 
and standard deviations for two parameters with 
particularly slow convergence. Note that the estimates 
of standard deviations are closer to each other than 
the estimates of posterior means. Even in the latter 
case, however, the differences in the final estimates 
are as small as 1% of the corresponding posterior 
standard deviation.

The posterior results for our 78-dimensional vector 
of unknown parameters and inefficiency terms were 
obtained using one long run of 500,000 Gibbs passes, 

Gibbs estimates of the posterior mean and standard deviation of  as functions 
of the number of passes (for two different runs)

Source: Authors’ calculations.
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after discarding 100,000 initial draws. Tables 1, 2 and 3 
present the posterior means and standard deviations of the 
parameters of the frontier cost function, the elasticities for 
the “average” branch and the elasticities for all branches 
(ordered by decreasing production), respectively. The 
individual elasticities in Table 3 are estimated assuming 
time averages for explanatory variables (expressed in logs). 
As regards factor prices, the interest rate on deposits (i.e. 
the price of financial capital) exerts the strongest influence 
on variable cost; the role of the price of labour is much 
smaller. Note that we can write the sum of elasticities 
with respect to those factor prices that are constant over 
branches as one minus the sum of elasticities with respect 
to WD and WL. Figures 3 and 4 show the (very sharp) 
marginal posterior densities of the variable cost elasticities 
for the “average” branch.3

Table 3 clearly shows that elasticities vary a lot 
over branches, making the Cobb–Douglas specification 
completely inadequate. Also the functional form 

3  In fact, we performed several different very long Gibbs runs in order to check 
numerical stability of our results. The striking similarity of all posterior cha-
racteristics in all runs illustrates convergence of the Gibbs sampler.

suggested by Nerlove (1963) and used by Christensen, 
Greene (1976), BKOS (1994) and Osiewalski, Marzec 
(1998), which is based on the Cobb-Douglas specification 
but permits returns to scale to vary with Q, is not 
supported by the data. Let 5 6 7 8 9 10 11 12

14)’; since the marginal posterior of  is approximately 
Normal with mean E( |y, X, S) and covariance matrix 
V( | y, X, S), the posterior of  ( ; y, X, S) = [
E( | y, X, S)]’ V ( | y, X, S) [ E( | y, X, S)]
is close to the chi-square distribution with 9 degrees 
of freedom. The value (0; y, X, S), corresponding to 
the simpler functional form, is equal to 256,381 and 
lies very far in the tail of the posterior density of ( ;
y, X, S).

From Table 1 we see that the elasticity of VC with 
respect to Q, VC | Q) increases significantly with Q
( 13 > 0) but decreases with WL ( 8 < 0); the elasticity 
of VC with respect to WD increases with K ( 7 > 0); the 
elasticity of VC with respect to WL decreases with Q
( 8 < 0); the elasticity of VC with respect to K increases 
significantly with K ( 14 > 0) and WD ( 7 > 0). Figure 5 
presents the posterior mean of VC | Q) as a function 

Posterior means and standard deviations of elasticities for the “average” 
branch (VED, m = 4; r* = 0.7)

(VC|WD) (VC|WL) (VC|Q) (VC|K) (VC|WL (VC|WD)

Means 0.797 0.186 0.863 0.036 0.017

Standard deviations (0.013) (0.010) (0.012) (0.009) (0.011)

Source: Authors’ calculations.

Posterior means and standard deviations of the parameters of model (14) (VED 
with m = 4; r* = 0.7)

E(* D(

0 Constant -2.178 2.355

1 lnWD 1.263 0.425

2 lnWL 0.383 0.345

3 LnQ 0.619 0.225

4 LnK -0.388 0.178

5 lnWD lnWL -0.040 0.039

6 lnWD lnQ -0.014 0.025

7 lnWD lnK 0.048 0.023

8 lnWL lnQ -0.032 0.015

9 lnWL lnK 0.005 0.011

10 lnQ lnK -0.012 0.011

11 (lnWD)2 -0.048 0.035

12 (lnWL)2 0.029 0.021

13 (lnQ)2 0.017 0.008

14 (lnK)2 0.035 0.009

1 Constant (si1 1) 11.522 3.007

2 si2 1.440 0.397

3 si3 0.820 0.256

4 si4 0.949 0.393
2 - 2.83 ×10-4 0.38×10-4

Source: Authors’ calculations.
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Posterior means and standard deviations (in parentheses) of elasticities for all 
branches

i (VC|WD i (VC|WL i
-[ (VC|WD i+

(VC|(WL i] i i

1 0.793 (0.051) 0.126 (0.029) 0.081 (0.046) 0.906 (0.034) 0.091 (0.027)
2 0.814 (0.035) 0.146 (0.025) 0.040 (0.036) 0.914 (0.033) 0.035 (0.022)
3 0.720 (0.059) 0.134 (0.033) 0.146 (0.056) 0.925 (0.043) -0.067 (0.040)
4 0.823 (0.028) 0.160 (0.018) 0.017 (0.026) 0.889 (0.024) 0.080 (0.019)
5 0.800 (0.031) 0.155 (0.018) 0.045 (0.028) 0.890 (0.025) 0.068 (0.019)
6 0.805 (0.028) 0.164 (0.017) 0.032 (0.026) 0.881 (0.022) 0.084 (0.018)
7 0.843 (0.038) 0.189 (0.029) -0.031 (0.035) 0.898 (0.027) 0.002 (0.020)
8 0.820 (0.024) 0.166 (0.016) 0.014 (0.021) 0.885 (0.021) 0.068 (0.016)
9 0.834 (0.035) 0.156 (0.020) 0.010 (0.031) 0.872 (0.020) 0.137 (0.027)
10 0.847 (0.030) 0.168 (0.017) -0.014 (0.026) 0.869 (0.018) 0.127 (0.024)
11 0.801 (0.021) 0.167 (0.015) 0.031 (0.020) 0.889 (0.022) 0.023 (0.016)
12 0.775 (0.052) 0.145 (0.029) 0.080 (0.045) 0.863 (0.024) 0.131 (0.027)
13 0.832 (0.022) 0.177 (0.014) -0.010 (0.019) 0.870 (0.016) 0.087 (0.016)
14 0.701 (0.059) 0.148 (0.029) 0.151 (0.050) 0.894 (0.033) -0.045 (0.033)
15 0.837 (0.021) 0.175 (0.014) -0.012 (0.018) 0.873 (0.016) 0.080 (0.015)
16 0.824 (0.025) 0.170 (0.015) 0.006 (0.022) 0.865 (0.016) 0.108 (0.019)
17 0.794 (0.025) 0.171 (0.015) 0.035 (0.022) 0.862 (0.015) 0.085 (0.015)
18 0.902 (0.045) 0.194 (0.023) -0.096 (0.039) 0.857 (0.018) 0.138 (0.028)
19 0.767 (0.026) 0.170 (0.015) 0.064 (0.022) 0.876 (0.020) 0.015 (0.016)
20 0.883 (0.038) 0.194 (0.021) -0.076 (0.032) 0.869 (0.017) 0.078 (0.017)
21 0.784 (0.022) 0.175 (0.013) 0.041 (0.019) 0.863 (0.015) 0.062 (0.013)
22 0.812 (0.015) 0.180 (0.011) 0.008 (0.012) 0.870 (0.014) 0.046 (0.010)
23 0.751 (0.035) 0.183 (0.023) 0.066 (0.035) 0.893 (0.028) -0.087 (0.035)
24 0.826 (0.024) 0.174 (0.016) 0.000 (0.023) 0.856 (0.013) 0.113 (0.019)
25 0.777 (0.019) 0.193 (0.016) 0.030 (0.018) 0.874 (0.018) -0.020 (0.019)
26 0.804 (0.022) 0.187 (0.013) 0.009 (0.022) 0.848 (0.012) 0.100 (0.016)
27 0.854 (0.027) 0.197 (0.016) -0.050 (0.023) 0.862 (0.013) 0.067 (0.012)
28 0.713 (0.041) 0.180 (0.022) 0.107 (0.037) 0.878 (0.026) -0.065 (0.032)
29 0.769 (0.026) 0.198 (0.019) 0.034 (0.025) 0.877 (0.021) -0.054 (0.026)
30 0.768 (0.022) 0.180 (0.013) 0.052 (0.019) 0.863 (0.015) 0.023 (0.013)
31 0.822 (0.016) 0.186 (0.012) -0.008 (0.016) 0.856 (0.010) 0.078 (0.012)
32 0.859 (0.032) 0.194 (0.018) -0.053 (0.031) 0.842 (0.014) 0.140 (0.026)
33 0.804 (0.028) 0.200 (0.020) -0.004 (0.026) 0.878 (0.020) -0.040 (0.022)
34 0.786 (0.021) 0.200 (0.016) 0.014 (0.019) 0.870 (0.017) -0.025 (0.019)
35 0.778 (0.017) 0.190 (0.012) 0.032 (0.015) 0.866 (0.014) 0.000 (0.014)
36 0.781 (0.018) 0.186 (0.013) 0.034 (0.016) 0.869 (0.015) -0.004 (0.015)
37 0.830 (0.020) 0.201 (0.012) -0.031 (0.019) 0.850 (0.009) 0.063 (0.009)
38 0.757 (0.027) 0.184 (0.017) 0.059 (0.024) 0.858 (0.014) 0.004 (0.015)
39 0.835 (0.021) 0.201 (0.013) -0.035 (0.020) 0.850 (0.009) 0.056 (0.008)
40 0.873 (0.035) 0.204 (0.019) -0.077 (0.033) 0.839 (0.014) 0.115 (0.021)
41 0.766 (0.027) 0.190 (0.018) 0.045 (0.027) 0.839 (0.012) 0.063 (0.011)
42 0.744 (0.033) 0.197 (0.019) 0.058 (0.030) 0.868 (0.020) -0.070 (0.030)
43 0.805 (0.018) 0.209 (0.012) -0.014 (0.018) 0.844 (0.009) 0.040 (0.006)
44 0.795 (0.020) 0.194 (0.015) 0.011 (0.022) 0.840 (0.009) 0.068 (0.009)
45 0.771 (0.025) 0.213 (0.017) 0.016 (0.023) 0.855 (0.014) -0.033 (0.020)
46 0.747 (0.031) 0.188 (0.019) 0.066 (0.028) 0.851 (0.014) 0.001 (0.016)
47 0.805 (0.018) 0.206 (0.012) -0.011 (0.019) 0.845 (0.009) 0.031 (0.007)
48 0.842 (0.025) 0.205 (0.016) -0.047 (0.027) 0.837 (0.011) 0.082 (0.013)
49 0.750 (0.034) 0.195 (0.020) 0.056 (0.032) 0.865 (0.018) -0.066 (0.029)
50 0.750 (0.029) 0.197 (0.018) 0.053 (0.027) 0.843 (0.012) 0.009 (0.013)
51 0.762 (0.034) 0.216 (0.021) 0.022 (0.032) 0.857 (0.018) -0.073 (0.029)
52 0.789 (0.021) 0.207 (0.015) 0.004 (0.022) 0.843 (0.010) 0.011 (0.010)
53 0.723 (0.041) 0.194 (0.023) 0.083 (0.037) 0.852 (0.018) -0.050 (0.027)
54 0.826 (0.032) 0.226 (0.018) -0.052 (0.031) 0.827 (0.013) 0.054 (0.009)
55 0.742 (0.035) 0.205 (0.021) 0.053 (0.033) 0.850 (0.016) -0.057 (0.026)
56 0.824 (0.034) 0.222 (0.022) -0.045 (0.039) 0.810 (0.018) 0.108 (0.019)
57 0.766 (0.031) 0.220 (0.021) 0.014 (0.034) 0.821 (0.014) 0.012 (0.012)
58 0.820 (0.050) 0.254 (0.030) -0.073 (0.054) 0.792 (0.026) 0.056 (0.017)

Averages of posterior means and standard deviations

0.797 (0.030) 0.186 (0.018) 0.983 (0.028) 0.863 (0.018) 0.036 (0.019)

Source: Authors’ calculations.



of Q alone, keeping the other three arguments fixed at 
the ‘average’ branch levels; we also present the posterior 
standard deviations at particular points. The variability of 

VC | Q) is closely related to the variability of returns to 
scale, defined as RTS=(1- lnVC/ lnK)/( lnVC/ lnQ); RTS,
evaluated for all branches at the posterior means of i, is 
presented in Figure 6. For most branches, our estimates of 
RTS are greater than one. Since all branches made profits 
in the observed year, most of them could have been more 
profitable just by increasing scale of their activities. This 
holds especially for small branches. 

The positive elasticity with respect to the fixed 
factor, observed in Figure 7 for most branches (especially 
the ones with very large office space), suggests that these 
branches are far from long-run cost minimisation. This 
means that short-run cost efficiency, calculated on the 

Figure 3. Posterior distributions of 
elasticities of VC with respect to K and Q 
for the “average” branch

Source: Authors’ calculations.

Figure 4. Posterior distributions of 
elasticities of VC with respect to input 
prices for the “average” branch

Source: Authors’ calculations.

. Posterior means (and standard 
deviations) of the elasticity of VC with 
respect to Q as a function of Q alone (for 
average values of logs of other variables)

Source: Authors’ calculations.

Returns to scale estimates for all 
branches (plotted against the output level)

Source: Authors’ calculations.

Posterior means of fixed input 
elasticities for all branches (plotted 
against the fixed input level)

Source: Authors’ calculations.
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basis of variable costs and presented in the next section, 
is higher than long-run efficiency of branches with too 
much office space.

5. Inference on Short-Run Cost Efficiency

We assumed that a priori there is more than 50% chance 
that variable cost efficiency of any given branch is 
below r* = 0.7. Our data set points at much higher 
efficiency and leads to the average posterior mean of 
ri equal to 0.919 with 0.017 as the average posterior 
standard deviation. However, the individual posterior 

means (and standard deviations) are quite spread, 
ranging from 0.768 (0.016) for branch No. 58 to 0.996 
(0.004) for branch No. 56; see Table 4. As branch No. 
56 has significantly positive elasticity of variable cost 
with respect to fixed input, its long-run cost efficiency 
is probably much lower. Therefore, we can treat branch 
No. 45 as the leading branch, with almost as high 
short-run cost efficiency as branch No. 56, but with the 
negative posterior mean of the elasticity with respect to 
K. Other branches with very high short-run efficiencies 
and negative elasticities with respect to K are branches 
No. 55, 33, 42, 34, 36 and 49. They all belong to the 
group of smaller branches. 

Posterior means (and standard deviations) for i and individual efficiency levels 
(VED with m = 4; r* = 0.7)

si2 si3 si4 i ri si2 si3 si4 i ri

1 1 1 1 0.105 (0.053) 0.895 (0.036) 30 1 0 0 0.066 (0.016) 0.857 (0.014)

2 0 1 0 0.119 (0.034) 0.898 (0.030) 31 0 0 0 0.093 (0.025) 0.956 (0.015)

3 0 1 0 0.119 (0.034) 0.871 (0.052) 32 0 0 0 0.093 (0.025) 0.909 (0.017)

4 0 1 1 0.144 (0.067) 0.899 (0.021) 33 1 0 0 0.066 (0.016) 0.974 (0.013)

5 0 1 0 0.119 (0.034) 0.891 (0.021) 34 0 0 0 0.093 (0.025) 0.966 (0.013)

6 0 1 0 0.119 (0.034) 0.926 (0.020) 35 1 0 0 0.066 (0.016) 0.967 (0.014)

7 0 1 0 0.119 (0.034) 0.984 (0.014) 36 0 0 0 0.093 (0.025) 0.960 (0.014)

8 0 1 0 0.119 (0.034) 0.845 (0.017) 37 1 0 0 0.066 (0.016) 0.837 (0.013)

9 0 1 1 0.144 (0.067) 0.958 (0.025) 38 1 0 0 0.066 (0.016) 0.946 (0.014)

10 0 1 0 0.119 (0.034) 0.895 (0.020) 39 1 0 0 0.066 (0.016) 0.949 (0.015)

11 0 1 0 0.119 (0.034) 0.854 (0.016) 40 1 0 0 0.066 (0.016) 0.909 (0.014)

12 0 1 1 0.144 (0.067) 0.879 (0.025) 41 1 0 0 0.066 (0.016) 0.909 (0.014)

13 0 1 0 0.119 (0.034) 0.836 (0.014) 42 1 0 0 0.066 (0.016) 0.969 (0.018)

14 1 1 0 0.088 (0.031) 0.840 (0.033) 43 1 0 0 0.066 (0.016) 0.946 (0.014)

15 0 1 1 0.144 (0.067) 0.841 (0.014) 44 1 0 0 0.066 (0.016) 0.963 (0.014)

16 0 1 0 0.119 (0.034) 0.959 (0.017) 45 1 0 0 0.066 (0.016) 0.992 (0.007)

17 1 1 0 0.088 (0.031) 0.976 (0.015) 46 1 0 0 0.066 (0.016) 0.949 (0.014)

18 0 1 0 0.119 (0.034) 0.977 (0.020) 47 1 0 0 0.066 (0.016) 0.944 (0.014)

19 0 1 0 0.119 (0.034) 0.838 (0.015) 48 1 0 0 0.066 (0.016) 0.911 (0.013)

20 0 1 0 0.119 (0.034) 0.854 (0.015) 49 1 0 0 0.066 (0.016) 0.954 (0.017)

21 0 1 0 0.119 (0.034) 0.965 (0.016) 50 1 0 0 0.066 (0.016) 0.962 (0.013)

22 1 1 0 0.088 (0.031) 0.904 (0.015) 51 1 0 0 0.066 (0.016) 0.918 (0.017)

23 0 1 0 0.119 (0.034) 0.918 (0.027) 52 1 0 0 0.066 (0.016) 0.950 (0.013)

24 1 1 1 0.105 (0.053) 0.885 (0.015) 53 1 0 0 0.066 (0.016) 0.870 (0.016)

25 0 0 0 0.093 (0.025) 0.894 (0.013) 54 1 0 0 0.066 (0.016) 0.934 (0.014)

26 0 0 0 0.093 (0.025) 0.982 (0.013) 55 1 0 0 0.066 (0.016) 0.985 (0.012)

27 0 0 0 0.093 (0.025) 0.834 (0.014) 56 1 0 0 0.066 (0.016) 0.996 (0.004)

28 0 0 1 0.116 (0.063) 0.930 (0.025) 57 1 0 0 0.066 (0.016) 0.995 (0.005)

29 0 0 0 0.093 (0.025) 0.936 (0.016) 58 1 0 0 0.066 (0.016) 0.768 (0.016)

Average for branches with si2 = 1, si3 = 1 and si4 = 1 0.890 (0.026)

Average for branches with si2 = 0, si3 = 0 and si4 = 0 0.930 (0.014)



It is important to note that our inference on 
individual efficiency levels is not sensitive to prior 
assumptions. Taking r* = 0.9 (instead of 0.7) leads to 
only slightly higher posterior means (0.922 on average, 
instead of 0.919) and almost the same ranking of 
branches. The correlation coefficient between the 
individual posterior means (for r* = 0.7 and r* = 0.9) is 
0.99978, and the Spearman rank correlation coefficient 
is 0.99951. 

While inference on individual efficiency 
is insensitive to changes in r*, values of this prior 
hyperparameter exert influence on the posterior results 
for the parameters j = ln( j), which parameterize the 
sampling mean i of inefficiency (individual effect) zi;
see (2). Table 5 shows the posterior means and standard 
deviations of j‘s under three very different values of 
r* (one of them, 0.5, is too low to be reasonable). The 
positive, although decreasing with r*, posterior mean 
of 2 would suggest that “depository” branches (si2 = 1) 
tend to be more efficient. The negative (decreasing with 
r*) posterior means of 3 and 4 would mean that large 
branches (si3 = 1) and branches that have subbranches 
(si4 = 1) tend to be less efficient. The posterior means  

of j (j = 2, 3, 4) confirm our initial conjectures. This, 
however, should be interpreted with caution as the 
posterior standard deviations of j are very large. In 
order to test possible systematic differences in cost 
efficiency, we use the Bayesian Lindley type test based 
on Highest Posterior Density (HPD) regions. 

Since the marginal posterior distribution of 
* = ( 2 3 4)’ is approximately Normal with mean 

E( *| y, X, S) and covariance matrix V( *| y, X, S), the 
quadratic form ( *; y, X, S)=[ * E( *| y, X, S)]’ V
( *| y, X, S) [ * E( *| y, X, S)] has the posterior 
distribution close to the chi-square distribution with 3 
degrees of freedom. Figure 8 presents the exact posterior 
density of ( *; y, X, S), obtained as a by-product of 
the Gibbs sampler for both r* = 0.7 and r* = 0.9. The 
tested value of *, i.e. 0, leads to (0; y, X, S) equal to 
3.23 under r* = 0.7 and to 3.34 under r* = 0.9. In both 
cases there is no reason to reject * = 0 as (0; y, X, S)
lies in HPD intervals of probability content at least 0.65. 
This exact Bayesian counterpart of the approximate 
chi-square test shows that none of the variables sij
(j = 2, 3, 4) introduced in our VED specification helps 
in explaining differences in individual short-run cost 

si2 si3 si4 i ri si2 si3 si4 i ri

Average for branches with si2 = 1, si3 = 0 and si4 = 0 0.934 (0.013)

Average for branches with si2 = 0, si3 = 1 and si4 = 0 0.901 (0.021)

Average for branches with si2 = 0, si3 = 0 and si4 = 1 0.930 (0.025)

Average for branches with si2 = 1, si3 = 1 and si4 = 0 0.906 (0.021)

Average for branches with si2 = 0, si3 = 1 and si4 = 1 0.894 (0.021)

Average for branches with si2 = 1, si3 = 0 and si4 = 1 –

Average for branches with si2 = 1 0.928 (0.015)

Average for branches with si2 = 0 0.909 (0.019)

Average for branches with si3 = 1 0.899 (0.021)

Average for branches with si3 = 0 0.933 (0.014)

Average for branches with si4 = 1 0.898 (0.023)

Average for branches with si4 = 0 0.922 (0.016)

Average for all branches 0.919 (0.017)

Source: Authors’ calculations.

Posterior means and standard deviations of  (VED with m = 4)
r* = 0.5 r* = 0.7 r* = 0.9

E( |y,X,S D( |y,X,S E( |y,X,S D( |y,X,S E( |y,X,S D |y,X,S

1 2.186 0.250 2.411 0.261 2.639 0.278

2 0.475 0.269 0.327 0.276 0.171 0.285

3 -0.105 0.308 -0.247 0.313 -0.397 0.319

4 -0.133 0.418 -0.135 0.415 -0.146 0.413

Source: Authors’ calculations.
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efficiency. Thus, these differences can be considered 
random and the simpler CED specification (m = 1, si1 = 1) 
can be adopted. In fact, the CED model leads to very 
similar posterior results on technology and individual 
cost efficiency. 

The CED specification treats all individual effects 
zi (given the parameters of the model) as independent 
drawings from the same Exponential distribution with 
mean = 1/ 1; see Osiewalski (2001), chapter 7. Using 
the posterior density of  (with mean 0.086 and standard 
deviation 0.015) we can integrate this parameter out and 
obtain the marginal posterior distribution of efficiency 
of an unobserved branch (the predictive distribution for 
individual efficiency): 

approximated (using the Gibbs sampler) by

This rather diffuse distribution, presented in 
Figure 9, gives the overall picture of the short-run 
cost efficiency of the analysed branches. Its mean, 
0.921, is the same as the simple average of individual 
posterior means (0.921) but its standard deviation is 
very large (0.075). Thus, the posterior distribution of 
rf covers results on efficiency for all branches – from 
the least to the most efficient. Figure 9 also presents 
the marginal posterior densities p(ri| y, X) for the 
branches with the maximum, minimum and average 
posterior means of ri. These densities are quite sharp 
as we use panel data and efficiencies are treated as 
individual effects. 

6. Conclusion

In this paper we have reviewed the Bayesian analysis of 
stochastic frontier models, arguing that Gibbs sampling 
can be used to greatly reduce the computational burden 
inherent to this analysis. Following KOS (1994b; 1997), 
we have shown how the posterior conditional densities 
can be used to set up a Gibbs sampler in the case of in-
efficiencies treated as individual effects. The structure 
of the Gibbs sampler follows naturally from viewing 
the inefficiency terms as additional parameters in a re-
gression model; see Fernández et al. (1997). In important 
special cases all conditionals are Gamma or truncated 
Normal distributions, which leads to enormous com-
putational gains.

We have applied the Bayesian methodology to 
make posterior inference on the technology and short-
run cost efficiency of 58 branches of a Polish bank. 
Our results, based on panel data from 4 quarters of 
one year and a translog variable cost frontier, indicate 
increasing returns to scale (varying with the branch 
output level) and no systematic differences in efficiency 
that could be explained by the three dummy variables 
under consideration. The example also illustrates that 
cooperation with Bayesian econometricians may create 
important insights into the economic functioning of the 
bank. The management may learn not only about the 
basic microeconomic characteristics of each branch, 
but also about the branch efficiency and its possible 
determinants.

Our cost model has been formulated in terms of one 
aggregate product, Q, but extensions to more products are 
straightforward. Marzec (2000) and Marzec, Osiewalski 
(2001) present posterior inference for the case where 
Q is split into two categories: commercial loans and 
other products. The basic results on technology and 
efficiency remain unchanged (with respect to the case 

Posterior densities of ( *; y, X, S)
for r* = 0.7 and r* = 0.9

Source: Authors’ calculations.

(17)

Marginal posterior densities of 
cost efficiency ri (CED, r* = 0.7)

Source: Authors’ calculations.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

p( ( *;y,X,S)|y,X,S) for r*=0.9

p( ( *;y,X,S)|y,X,S) for r*=0.7

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

maximum E(ri|y,X

ri|y,X

ri|y,X )

)

)

average E(

minimum E(

unobserved(r)f



of one aggregate product) but, of course, inference on 
scope economies is also possible at almost negligible 
additional computational cost. Since, as we argue in 
our other work, inference on scope economies or effects 

of specialisation requires new measures, we have not 
discussed these issues in the present paper, which is 
focused mainly on the use of Bayesian statistical methodology 
in cost efficiency analysis for the banking sector.
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